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NAND flash memory density continues to scale to keep up
with the increasing storage demands of data-intensive applica-
tions. Unfortunately, as a result of this scaling, the lifetime of
NAND flash memory has been decreasing. Each cell in NAND
flash memory can endure only a limited number of writes, due
to the damage caused by each program and erase operation on
the cell. This damage can be partially repaired on its own during

he idle time between program or erase operations (known as

Concerns of SSD Reliability
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HeatWatch: Improving 3D NAND Flash Memory Device Reliability
by Exploiting Self-Recovery and Temperature Awareness
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latency compared to magnetic disk drives. As applications
become more data intensive, the need for greater NAND flash
memory density grows, to reduce the cost-per-bit of SSD
storage. In the past decade, planar (ic., 2D) NAND flash
memory density has increased by more than 1000x, as a
result of (1) ag; process tect

scaling and (2) multi-level cell technology Manufacturers
have shrunk the planar NAND flash memory manufactur-

‘e dwell time), via a nown as the
‘ect. Prior works study the self-recovery effect for planar (i.e.,
* NAND flash memory, and propose to exploit it to improve
 lifetime, by applying high temperature to accelerate self-
ry. However, these findings may not be directly applicable
JAND flash memory, due to significant changes in the
nd manufacturing process that are required to enable
%D stacking for NAND flash memory.
aper, we perform the first detailed experimental
“on of the effects of self-recovery and temperature
“-the-art 3D NAND flash memory devices. We
“ects influence two major factors of NAND
bility: (1) retention loss speed (i.e., the
% cell leaks charge), and (2) program
~e in programming speed across flash
~very and temperature affect 3D
~ently than they affect planar
“sr models of self-recovery
> flash memory. Using
o model for 3D
~otention,
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* New failure modes
* Program/Erase Error

the users until the number of errors per un
correction capability of the ECC. Flash memc
been relying on stronger ECC to compensat
ductions due to technology scaling. Howeve.
which has higher capacity and implementatic
diminishing returns on the amount of flash 1i
ment S]] As sch, we intend 10 lok for mo
of reducing flash err

Retention crors, aused by largs enage
flash cell is pro are the dominant
‘memory errors [2](3][41[12]. The amountof
flash memory cell determines the threshold v
cell, which in turn represents the logical d:

Absrace—Retenton errors, caused by charge leskage over
time, are the dominant source of flash memory errors. Und
standing, characterizing, and reducing retention errors can sig-
nificantly improve NAND flash memory reliability and endur-
ance. Tn this paper, we first characterize, with real 2y-nm MLC
NAND flash chips, how the threshold voltage distribution of flash
‘memory changes with different retention age — the length of time
since a flash eell was programmed. We observe from our charac-
terization results that 1) the optimal read reference voltage of &
flash cell, using which the data can be read with the lowest raw
bit error rate (RBER), systematically changes with its retention
age, and 2) different regions of flash memory can have different
rmcnnun apes,and hence different optimal read reference volt-
Based on our findings, we propose two new techniques.

ing process from 70 nm to 1X-nm (ie., 15-19nm)
over the last decade [67], which has greatly decreased the
size of each flash cell. At the same time, manufacturers use
multi-level cell (MLC) and triple-level cell (TLC) technology
to store more data in each cell [4,5]. Older single-level cell
(SLC) NAND flash memory stores a single bit of data per
cell, while MLC and TLC NAND flash memory store two
and three bits of data, respectively, per cell. Recently, manu-
facturers have turned to 3D integration to further increase
the density of NAND flash memory by stacking flash mem-
ory cells vertically. State-of-the-art 3D NAND flash memory
chips integrate 48-96 vertically-stacked layers of NAND flash
memory [23,34,36,54,61,66].

This rapid increase in NAND flash memory density has
come at the cost of reduced reliability [4, 5, 11, 44, 50, 58].
NAND flash memory has a limited lifetime, which is defined
as the number of program and erase operations (known as P/E
cycles) that can be reliably performed on each flash cell whil-
avoiding data loss for a minimum data retention time as
anteed by vendors [4,5,11]. As the manufacturi=
technology scales, the lifetime has reducs-rl -
cycles for 70 nm planar NAND f!

* Metadata corruption

the cell. The flash controller reads data fr
plying several read reference voltages fo t
threshold voltage. As flash memory proc
to smaller feature sizes, the capacifance.
number of electrons stored on it, d-
flash memory cells can only s°
ing or losing several clectrons on
change the cell’s voltage level &
the cell. In addition, MLC ter
threshold voliage window "
age values correspondin
more siates in a sin”

F.rsx, Reenton Opimized Reading (RO adaptively earns and

ence voltage. Our evaluations show that ROR can extend flash
emory lifetime by 64% and reduce average error correction
acy by 10.1%, with only 768 KB storage overhead in fash
‘l’)’ for a 512 GB flash-based SSD. Second, Retention Failure
 (RFR) recovers data with uncorrectable errors offline

ing and probabilistically correcting flash cells with
rs. Our evaluation shaws that RFR reduces RBER
1l=mll|ly doubles the error correction capabil-
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DEPLOYMENT OF FLASH MEMORY DEPENDS ON MAKING THE MOST OF ITS UNIQUE
PROPERTIES INSTEAD OF TREATING IT AS A DROP-IN REPLACEMENT FOR EXISTING
TECHNOLOGIES.

« o ¢ Over the past few years, com- 3.2 times more bandwidth per dollar,

puter systems of all types have started ince
grating flash memory. Initially, flash’s small
size, low power consumption, and physical
durability made it 2 natural fit for media
players and cmbedded devices. Latcly, flash's
rising densicy has won it a place in laptops
and some desktop machines.
Flash is now poised to make decp inroads
the data center. There, flsh memory's
high density, low power, and low-cost 1/Os
per sccond will drive its adoption and enable
its applicarion far beyond simple hard drive
replacements. To date, h

of flash have been hamstrung by a funda-

25 times more 1/O operations per sccond
(I0PS) per dollar, and 2,000 times more
TOPS per wart (see Tables 1 and 2).

Flash sometimes also serves as a DRAM
replacement. Density and (again) energy cffi-
ciency lec flash compete with DRAM in ap-
plications where latency and bandwidth are
less important. Flash consumes one-fourth
the power of DRAM per byte at one-fth
the pri

Flash memory will remain a contender for
both roles for the foreseeable furure, but ad-
dicional opportunities and chall
the horizon. Technology scaling will con-
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Abstract

As solid state drives based on flash technology are be-
coming a staple for persistent data storage in data centers,
it is important to understand their reliability characteris-
tics. While there is a large body of work based on ex-
periments with individual flash chips in a controlled lab
environment under synthetic workloads, there is a dearth
of information on their behavior in the field. This paper
provides a large-scale field study covering many millions
of drive days, ten different drive models, different flash
technologies (MLC, eMLC, SLC) over 6 years of pro-
duction use in Google’s data centers. We study a wide
range of reliability characteristics and come to a number
of unexpected conclusions. For example, raw bit error
‘es (RBER) grow at a much slower rate with wear-out
+he exponential rate commonly assumed and, more
1y, they are not predictive of uncorrectable er-
=tror modes. The widely used metric UBER 2.

“* error rate) is not a meaningful metric,

“tion between the number of reads

e errors. We see no evi-
~== reliable than
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Abstract

Despite the growing popularity of Solid State Disks (SSDs)
in the datacenter, little is known about their reliability char-
acteristics in the field. The little knowledge is mainly ven-
dor supplied, and such information cannot really help un-
derstand how SSD failures can manifest and impact the op-
eration of production systems, in order to take appropriate
remedial measures. Besides actual failure data and the symp-
toms exhibited by SSDs before failing, a detailed character-
ization effort requires wide set of data about factors influ-
encing SSD failures, right from provisioning factors to the
operational ones. This paper presents an extensive SSD fail-
ure characterization by analyzing a wide spectrum of data
from over half a million SSDs that span multiple genera-
tions spread across several datacenters which host a wide
spectrum of workloads over nearly 3 years. By studying the
diverse set of design, provisioning and operational factors
on failures, and their symptoms, our work provides the first
comprehensive analysis of the what, when and why charac-
teristics of SSD failures in production datacenters.

Subiect Deserintore R 1 [Hardware!

bility in controlled lab experiments (such as accelerated
life tests), using a small population of raw flash chips un-
der synthetic workloads. There is a dearth of studies that
report on the reliability of flash drives and their failure
characteristics in large-scale production use in the field.
This paper provides a detailed field study of flash reli-
ability based on data collected over 6 years of production
use in Google’s data centers. The data spans many mil-
lions of drive days |, ten different drive models, different
flash technologies (MLC, eMLC and SLC) and feature
sizes (ranging from 24nm to 50nm). We use this data
to provide a better understanding of flash reliability i
production. In particular, our contributions include a ¢
tailed analysis of the following aspects of flash reliat

in the field:

drives and their frequency in the fiel"
. Raw bit error rates (RBER), ho
by factors such as wear-out
their relationship wit*
tion 4,
3 T

the associated downtime to fix the problem and/or replac
the device. It can even take several days to repairfreplace
storage component after its failure, with associated serve:
being unusable during this period. To account for this down-
time, datacenters resort to over-provisioning (which can add
significant cost) in order to meet the desired application
availability Service Level Agreements (SLAS).

Tn the storage stack, SSDs are obviously at an advan-
tage compared to HDDs in terms of failure rates. How-
ever, (i) SSDs are between 4X-40X costlier per GB thar
HDDs, depending on their grade (neutralizing, and in fac
out-weighing the lower failure rate advantage); and (ii) a
SSD-related failure ticket in our dataset results in a replac
ment 79% of the time compared to 11% for HDD-rela‘
tickets (i.e. SSD related failure tickets are more critica’
the datacenter). These factors, together with rapid
adoption(3, 13], motivate us to understand SSD reliab’

The current knowledge on SSD failure rate is
ily vendor supplied, based on accelerated lab testi-
controlled conditions. Tn addition to the paramete:
tested for, numerous other factors in a product”

1. The different types of errors experiencr
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BSTRACT

Servers use flash memory based solid state drives (SSDs) as a
k drives to store per-
sistent data. Unfortunately, recent increases in flash density
have also bronght about decreases in chip-level reliability. In
a data center environment, flash-based SSD failures can lead
to downtime and, in the worst case, data & result,
it is important to understand flash memory reliability char-
acteristics over fash lfetime in a realistic production data
center environment running modern applications and system 1+ INTRODUCTION
Software. Servers use flash memory for persistent storage due to
‘This paper presents the first large-scale study of flash-based low access latency of flash chips compared to hard disk dr’
Historically, flash capacity has lagged behind hard disk ¢
capacity, limiting the use of flash memory. In the past de
however, advances in NAND flash memory technology
increased flash capacity by more than 1000, This ra
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ing, and Fault-Toleru
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Our Study

* Focus on RASR failures
* Reported As SSD-Related

e Lessons and actions from three
perspective:

 Software Design
e Hardware Architecture
e System Administration
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Alibaba Cloud Infrastructure
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SSD Fleet in Our Study

* Near half million SSDs from 3 vendors spanning over 3 years
deployment

Model | Capacity | Lithography Service | Function

——

M1 480GB 20nm 2-3 yrs Block Service Journaling
M2 800GB 20nm 2-3 yrs Persistence I
M3 480GB 16nm 1-2 yrs NoSQL IJournaIing
M4 480GB 20nm 2-3 yrs Persistence I
M5 480GB 20nm 1-2 yrs Big Data Temporary J

different SSD models different SSD usages
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RASR Failures Overview

 We have collected around 130K failure tickets over 3 years
e Around 6% of them is RASR Failures. Around 10K events.

RASR
Failures \ _ Network

Motherbo
ard



RASR Failures Overview (cont.)

e 5 Symptoms of RASR Failures
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Drive Unfound Media Error Buffer IO Error

File System
Unmoutable

Node
Unbootable
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L&A for Hardware Architects

Media Errors
e One DC in our deployment Affected Rate
has higher-than-usual
Media Error affected rate.

Under same drive model

Under same cloud service . I I I I
DC1 DC2 DC3 DC4

DC5



Passive Heating in Hardware Architecture

Hot Airflow Front Middle Back
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Intra-node Stacking

SSD Storage Rack

Hot Neighbor

Hot Air
Recirculation

Hot Node

Hot Node
Empty Node

Inter-node Stacking

Passive Heating: Heating on idle SSDs by neighboring active SSDs




Passive Heating Impacts

1.6

15 -25°C -X-35°C -# 45°C -@-55°C %

1.4
57%
More
Errors

1.3
1.2
1.1

1 ——eo—0—%
1h 2h 4h 8h 16h 32h 64h 128h

Can heat up idle SSDs by 28 Celsius Degrees



Passive Heating Solutions

RAM buffer l
Flash Flash
( ) ( ) memory memory
SSD Controller package #0 package #1
' A s ~ T T
Hos! o I 4 Channel #0
e Host »| Processor [¢—» i
<«—»] Interface Flash |«
. Channel #1
Logic controller| * ¢
> < Buffer |,
L d L Flash Flash
\_ managerJ \_ ) memory memory
L @ package #2 package #3

Routine Scanning (~4 hrs) FTL Support

Software Based Efficient Monitoring/Correcting

Close Temperature Monitoring X| Firmware Modification




L&A for Software Developers

* Certain cloud services may cause unbalanced usage of SSDs

| lservice _[HostRead ____|HostWrite

Average
Value
Per Hour

Coefficient I Block

of Variance

Big Data

Block
Big Data
NoSQL

NoSQL

7.69GB
1.57GB
6.10GB

35.5%
1.8%
3.2%

6.56GB

12268 Block storage service has
%:;B— much higher CV which

= —  indicates the usage among
6.2% SSD is not balanced



Service Imbalance

- Big Data -o- Block ~+ NoSQL

* Histogram of usage with a

step of 0.5GB/hr. N Block Service

Usage Spikes

2 \

A
A.. .. .
o o)

A"" o a.. d’ '

0 5 10 15
SSD Hourly Host Read(GB)

* The majority of SSDs
under both NoSQL and Big
Data Analytics services
have similar values.

Normalized # of SSD

e The SSDs under the block
storage service shows

diverse values.



Root Causes: In-place Update Scheme

Before Updates After Updates
User
[ USER1 | [ USERL | |avel
l’ l’ Block
[ Chunk 1 ] [ Updated Chunk 1 ] Service
Chk.ID  Chunkl Chk.ID  Chunkl Software
Location  SSD1 Location _ SSD1 Stack

| Chunkl ] [ Updated Chunkl | SSD
SSD1 SSD1 Level

The updated chunk always write back to the same SSD.



Solutions: Share-log Design

Before Updates After Updates
‘ User
| USER1 | | USER1 J Level
! { |
[ Log [Chunkl J ] [ Log {Chun%- . [ gﬁssﬁd } Block
: J Service
: — ' — ' : ) Software
Chk. 1D Chunkl Chk. ID Xhunkl Chk.ID | Chunkl | Siack
Location  SSD1 Locatio sD1 Location  SSD2

1 l' SSD
(" Chunki ) | 1 ]| | [ Updated Chunki | v
[ SSD1 } { SXl } [ SSD2 } eve

The updated chunk is re-allocated to a new SSD.




L&A for System Admins: Part |

e 5 Symptoms of RASR Failures
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UCRC errors indicate bad cables

@ Heavy @ Light (J None

8- A
2 g 5 7 SSDs with heavy UCRC
g - errors are 2.7X more
o . .
o 4 — likely to lead to “Drive
s | v ”yor e
T H H H Unfound” failures

) H

O I I I

Drive Unmountable Buffer 10 Media

Missing  File System Error Error



L&A for System Admins: Part I

 How to quickly identify root cause of failures?

_—

Fix Percentage | Root Cause
Rebooting 11.9% Transient
Mount Options Check | 0.4% Human Mistake
FSCK 16.5% Undetermined
Data Check 6.0% Undetermined
Slot Check 20.1% Human Mistake
Replacing Cable 13.9% Faulty Cable
Replacing SSD 31.2% Failed Device




L&A for System Admins: Part I

* Over 20% of SSD-related OS-level error events are caused by incorrect
manual operations
* “Wrong Slot” is a dominant case: an SSD is plugged into an incorrect slot.

System Slot
- A—




Our Solution

* OIOP: One Interface One Purpose
e Different SSD interfaces: M.2/U.2 besides SATA

e E.g., in a hybrid setup with multiple SSDs, the system drive uses the M.2
interface, while storage SSDs still use the SATA interface

https://www.avadirect.com/blog/m-2-vs-u-2-vs-sata-express/
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Conclusions & Future Work

* A systematic view of RASR failures in three perspectives

* Hardware Architecture
e Suboptimal intra-node and inter-node stacking can lead to passive heating
* Two possible solutions for passive heating
» Software Design
* 15-20% of SSDs are overly used under block storage service
* Mitigated by shared log structure
* System Administration

e Leveraging UCRC Errors for failure root diagnosis
* OIOP for Wrong Slot Failure

* Next steps

* Predicting device errors or system failures
* Related Researches on NVMe SSDs.
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