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Abstract—Information-Centric Networking is considered as
one of the most promising architecture for IoT. The use of
content-centric approach may improve the content access &
dissemination, reduce the content retrieval latency, and enhance
the network performance. The use of in-network caching in
ICN enhances the data availability in the network, overcome
the issue of single-point failure, and improve IoT devices power
efficiency. In this paper, we present a Near-ICN Cache Placement
(NCP) scheme for IoT taking traffic class into consideration. NCP
is designed to select the optimal replica cache by minimizing:
the cost of moving the data from content producer to replica
nodes, cost of caching the content in the replica, and the cost of
delivery the content to consumers. Hence, we presented a multi-
objective optimization problem, with a heuristic caching selection
algorithm. We evaluated NCP with various performance metrics
against different caching schemes. The obtained results show
improvement in the cache utilization, with fast data retrieval,
and enhancement in the network cache distribution & diversity.

I. INTRODUCTION

The current Internet model has been designed to route all
requests for the same content toward the original content
provider. This model lacks of data dissemination support
and fast content retrieval, that by consequence increases the
network load, content retrieval delay, and consume more
bandwidth. The original content provider is required to be
connected all time to fulfill all requests, with a huge insuf-
ficiency of content/service availability and an issue of single
point of failure. This issues enforce researchers to use in-
network caching concept. Hence, Content Delivery Networks
(CDN) [1] has been introduced that consists of deploying an
overlay web-caching at the application layer on top of the
current Internet architecture. However, deploying an addons
solution such CDN on top of IP, model that has many other
security and mobility patches that make it more complex [2].
Further, there is no standardized protocol for CDN where
different companies may develop it based on their demands,
regardless of the implementation and deployment cost.

Consequently, the in-network caching has been consid-
ered as a fundamental design concept for the future Inter-
net architectures, where various solutions have been pro-
posed. Information-Centric Networking (ICN) [3] is one of
the promising paradigms that may replace the current Host-

Centric Networks. ICN implements in-network caching in the
network layer rather than application layer, in a distributed
and standardized manner. The network infrastructure caches
the content, and responses for different requests instead of
forwarding them to the original content provider, that improves
the overall network performance by facilitating the content
retrieval, reduce the network delay, and improve the energy
consumption.

All these advantages go back to the use of content name
instead of IP address. ICN decouples the content from its lo-
cation, by giving each content an unique, location-independent
name. Also, all security mechanisms are applied to the content
itself regardless of the communication or the used channel. As
the content is self-consistent and independent from its original
location. Any ICN node can cache the content and serve it for
the future requests.

Furthermore, billions of new devices, mobiles, and smart
sensors are connected to the Internet under the concept of
Internet of Things (IoT) [4]. These devices can sense, collab-
orate, and interchange data between them and the Internet.
As the complex design of IP model can not handle such
interconnection and data exchange, ICN meets the IoT require-
ments. Thanks to the abstraction of content and its location,
heterogeneous devices may connect without the need of mid-
dlewares. Also, the simple, and wide space content naming
scheme facilitate the content, services, and devices naming
with a clean discovery and forwarding design. Moreover,
the seamless mobility support, trust models, and distributed
caching make ICN an ideal candidate for IoT [5]. In-network
caching is extremely required in IoT environment for fast
content dissemination with multiple devices in a cost-efficient
way. IoT applications may solicitude content based on some
properties, such critical/emergency content, monitoring, event
traffic or query-based traffic.

The motivation behinds this work is to propose a near cache
placement selection for IoT based on traffic class. Benefiting
of ICN model, we select the optimal node to cache the content
with the minimum cost of moving data from the original
content provider to the replica node, the minimum caching
cost at the intermediate cache store, and the minimum cost
of delivering the content from the replica-node to the content



consumer, we took different IoT traffic class (pull, periodic-
push, and event-push traffic) into consideration.

To summarize, in this paper we provide the following
contributions: modeling multi-objective minimization problem
for caching the content more closer to IoT consumer, taking
into consideration: cost of moving data from original producer
to the cache store, cost of caching the data in the cache, the
cost of moving the cached content to consumers, and the IoT
traffic class, proposing an heuristic algorithm to select the near
cache placement in an optimal manner.

The rest of the paper is organized as follows: Section II
highlights ICN-IoT efforts and their caching solutions. Sec-
tion III presents our proposed solution for ICN-IoT networks.
The evaluation performance over large-scale topology, and
result discussion are presented in section IV. Finally, we
conclude the paper in section V.

II. RELATED WORKS

Information-Centric Networking [3] has been proposed as
a promising paradigm for the future Internet, to overcome
various issues and challenges in the current host-centric
model [6]. ICN aims to integrate all network functionalities
around the name of content instead of using host addresses.
In the following, we review the existing, related works on ICN
and IoT, focusing on in-network caching research relevant.

ICN for IoT Research Efforts: In this paper, we recommend
leveraging ICN as a forwarding plane for IoT environment.
The re-design from connectivity towards content-oriented
paradigm puts ICN as one of the best candidates for IoT.
It is notable that IoT application pattern follows content-
oriented fashion, where sensors and actuators do not need to
communicate with a specific things, they are more interested
in the offered data regardless of its location. Also, the seamless
mobility management, in-network caching, and content-based
security make ICN more appropriate and suitable for IoT
environment.

ICN opens new opportunities to implement a native view
of IoT. In such context, various solutions have been proposed.
Amadeo et al. [7] focused their efforts in smart home, by
proposing an ICN framework based on the use of hierarchical
names, support of push and pull traffic, and propose a multi-
party forwarding strategy to allow data retrieval from multi-
producers. While work in [8] addresses Healthcare applica-
tions by proposing a distributed ICN architecture that deals
with communication models, publish-subscribe, and mobility
issues. Whereas Bouk et al. [9] discussed Intelligent Trans-
portation System from smart cities perspective to provide a
secure and a reliable communication by taking ICN features.

ICN In-network Caching: Due to the fact that content
names are independent from the original provider location, and
each data packet is self-consistent. ICN can provide in-network
caching feature [10], with potential that each intermediate node
in the communication path can cache the content and serve it
for future requests. Hence, the overall network performance
will me improved by facilitating content retrieval, and reduce
the communication delay. However, deciding what content

should be cached and on which device requires ICN to involves
different metrics such content popularity and freshness as well
as device properties.

Work in [11] focuses on the ubiquitous in-network ICN
caching to improve adaptive video streaming, authors sug-
gested the use of bit-rates and content size for best cache
utilization, by proposing a rate-selective caching scheme that
maximizes the overall throughput and improves QoS. Abani
et al. [12] proposed an entropy-based proactive strategy to
measure the mobility prediction using Markov-based pre-
dictors. The proposed caching strategy fetches the content
and caches it in the network, then locates the best node to
retrieve the content that may reduce the latency of retrieving
predictable content requests, decrease the server load, and
cache redundancy, and handle mobility hand-overs. Araldo et
al. [13] studied ICN caching placement from ISP perspectives,
where they proposed a cost-aware greedy algorithm taking
the content placement and its size into consideration, in
order to minimize the overall costs or maximize the hit-ratio.
Authors defined the ISP’s cost of content retrieval by the
cost associated to external bandwidth needed to retrieve the
requested contents.

ICN in-network Caching for IoT: From the other hand, as
IoT devices and traffic have different characteristics in com-
pared to the regular Internet traffic and devices, both of these
properties (e.g., content popularity and freshness, nodes energy
level and distance from original content producer and data
consumers) should be taken into consideration when designing
a caching placement scheme.

Work in [14] focuses on the content freshness metric,
and proposes a freshness-based caching scheme. This scheme
consists of adding Content Freshness Value in Cache Store
Table and checks the requested content from consumer with
the freshness value before serving that request. Vural et al. [15]
discussed ICN caching from IoT perspective. Because of
the nature of IoT devices and data, the caching strategies
should not be applied in a similar way to multimedia data.
Hence, authors considered different metrics (data property and
popularity) to decide if an IoT content should be cached or
not. Different metrics are used in the study such as content
lifetime, time range of incoming requests, and hop distance to
the content source and requesters. A distributed probabilistic
caching strategy namely pCASTING has been proposed in [16],
by considering a multi-hop wireless IoT system, taking the
data freshness parameter, node characteristics such as energy
level and storage capabilities into consideration to adapt a
distributed caching probability without the need for any addi-
tional signaling information. pCASTING aims to increase the
energy usage with low content retrieval delays in compared to
other NDN strategies. Seetharam et al. [17] proposed a simple
greedy caching algorithm to determine which content should
be cached in the network. The caching scheme is based on
the content popularity metrics, through calculating the total
of incoming requests for content and the relative popularity
of each content chunk. Work in [18] analyses a cooperative
caching scheme and power-saving in low-power IoT environ-



ment, and proposes a Cooperative Caching Side-Protocol that
aims to maximize sleeping cycles, minimize nodes energy
consumption, and increase the content availability.

Broadly, one of the most used caching strategies [19] are:
Leave Copy Everywhere (LCE), Leave Copy Down (LCD),
Edge Caching (EC), and Consumer Cache (CC). LCE consists
of keeping a copy of the content in all the intermediate nodes
along the content delivery path. While LCD aims to keep a
copy only in the gateway down-stream during the reverse path
towards the consumer. Whereas EC caches the content on edge
node from the consumer point of view. Similarly, CC keeps a
copy of the content one hop after the consumer regardless if
its an edge or node.

It is worth-note here to highlight that all the previous works
take only one objective in their study, and did not focus on
IoT traffic class. Thus, the primary motivation of this work is
to design a near cache placement selection scheme for IoT,
with multi-objective minimization problem, as well as taking
IoT characteristics and traffic classes into consideration.

III. NCP: NEAR-ICN CACHE PLACEMENT FOR IOT

ICN-based caching is highly required for IoT applications
to disseminate data in a fast manner, from sensor producers
toward edge nodes and consumers in a cost-efficient way.
Also, it aims to improve the energy consuming and mobility
handover. In the following, we present a Near-ICN Cache
Placement for IoT scheme.

A. System Model

In this section, we describe the used system model. A
comprehensive introduction to the most used notations in the
approach can be found in Table I.

ICN-IoT network is represented as a graph G = (N,A),
where N is a set of nodes contains a collection of access
things AT , edge things ET , and intermediate routers R with
caching capabilities. We define Q ⊂ N as a set of requesters
asking for data, P ⊂ N as a set of original data providers,
and L = {R ∪ET} as a set of nodes who can offer the data.
Each node q ∈ Q generates a traffic demand xdq , asking for
data d ∈ D, this request might be satisfied by a replica-node
kdl = 1 where l ∈ L, or retrieving the data directly from
content provider rdp = 1 where p ∈ P . Each node i ∈ N
might be assigned at most to one ET .

B. Problem Formulation

We consider the global objective from ICN-IoT perspectives
as follows: move the data requested closer to requesters, with
1) the minimum cost from original provider to replica-node,
2) minimum cost of caching the data in the replica-node, and
3) the minimum cost to deliver the data from the replica-node
to the requester. Further, each type of IoT traffic should be
treated and cached separately than others.

Hence, we divide and formulate our main objective into four
sub-problems:

Objective (1) Move the requested data closer to requesters,
with the minimum cost from original data provider to the

TABLE I
SUMMARY OF THE NOTATION USED IN THIS PAPER.

Parameters of the Models
N Set of nodes
Q Q ⊂ N Set of requesters
P P ⊂ N Set of original providers
L L = {R ∪ ET} Set of replica-nodes
FS(i) Set of forward arcs (i, j) ∈ A for node i ∈ N
BS(i) Set of backward arcs (i, j) ∈ A for node i ∈ N
D Set of data
Bi,j Link capacity between nodes i and j
Sl Total cache size of node l ∈ L
xdq Demand for data d ∈ D from node q ∈ Q
rdp 0-1 Data reachability:

rdp = 1 if producer p ∈ P can serve object d ∈ D
kdl 0-1 Cache storage reachability:

kdl = 1 if replica-node l ∈ L can serve object d ∈ D
Cd

i,j Cost of moving d ∈ D from node i to node j

Cd
l Cost of cache d ∈ D in replica-node l ∈ L

Cd
l Cost of cache d ∈ D in replica-node l ∈ L

βi Traffic Class (Pull, Periodic-Push, or Event-Push)
Decision Variables of the Models

ai,j 1-0 Node assignment:
ai,j = 1 if node i ∈ L is assigned to j ∈ ET

yd,qi,j Flow arc (i, j) ∈ A for data d ∈ D requested by q ∈ Q
wd

i Flow served for data d ∈ D by producer or replica-node
i ∈ {P ∪ L}

zqi,j 1-0 Forwarding variable:
zqi,j = 1 the arc (i, j) ∈ A is used to route request q ∈ Q

replica-node: The cost of moving the data Cd
p,l, d ∈ D from

the provider p ∈ P to the replica-node l ∈ L is depending on
the data itself. The objective can be formulated as follows:

min
∑
d∈D

∑
(i,j)∈N

i∈P,j∈L

Cd
i,jy

d,q
i,j (1)

Objective (2) Minimum cost of caching the data in the
replica-node: This objective is defined on each replica-node of
the graph as follows: if a data is stored in a replica node, then
the associated cost of caching/storage Cd

l has to be minimized.
This can be formulated as follows:

min
∑
d∈D

∑
i∈L

(j,i)∈BS(i)

Cd
i y

d,q
j,i (2)

Objective (3) The minimum cost to deliver the data from
the replica-node to the requester: This objective is similar to
the objective (1), but the traffic is only from the replica-node
to the requester rather than the original provider to the replica-
node:

min
∑
d∈D

∑
∀(i,j)∈N

i∈Q,j∈L

Cd
i,jy

d,q
i,j (3)

The Global Objective Function: Minimize the overall
caching per class of IoT traffic: This objective (4) aims
to select the most prioritized traffic and cache it closer to
the requester based on the overall optimization defined in
objectives (1), (2), and (3), and βi is the traffic class (Pull



Traffic, Periodic-Push, and Event-Push) with different weight-
ing parameter (14). The more weighting is the more class to
prioritize.

min
∑
d∈D

k∑
i=1

βi(
∑

(p,l)∈N

Cd
p,ly

d,q
p,l +

∑
(p,l)∈BS(l)

Cd
l y

d,q
p,l +∑

(q,l)∈N

Cd
q,ly

d,q
q,l ) ∀(q, l, p) ∈ N, q ∈ q, l ∈ L, p ∈ P, (4)

Subject to:

∑
(j,r)∈BS(r)

yd,qj,r −
∑

(r,j)∈FS(r)

yd,qr,j = 0,

∀d ∈ D,∀q ∈ Q,∀r ∈ L (5)

∑
(j,i)∈BS(i)

yd,qj,i = xdi , ∀d ∈ D,∀q ∈ Q (6)

∑
q∈Q

∑
(p,j)∈FS(p)

yd,qp,j = wd
p, ∀d ∈ D,∀p ∈ P (7)

wd
p ≤

∑
q∈Q

rdpx
d
q ,∀d ∈ D,∀p ∈ P,∀l ∈ L (8)

wd
l ≤

∑
q∈Q

kdl x
d
q ,∀d ∈ D,∀p ∈ P,∀l ∈ L (9)

∑
q∈Q

xdq =
∑

i∈{P∪L}

wd
i , ∀d ∈ D,∀i ∈ {P ∪ L} (10)

∑
d∈D

∑
q∈Q

yd,qi,j ≤ Bi,j , ∀(i, j) ∈ A (11)

∑
d∈D

Cd
l

∑
q∈Q

∑
(i,l)∈BS(l)

ydqil ≤ Sl, ∀l ∈ L (12)

∑
d∈D

yd,qj,i ≤ Bi,jz
q
i,j ,∀i ∈ N \Q,∀(i, j) ∈ FS(i),∀q ∈ Q

(13)

k∑
i=1

βi = 1 (14)

∑
j∈ET

ai,j ≤ 1, ∀i ∈ N \ ET (15)

ai,j ∈ {0, 1}, ∀i ∈ N \ ET,∀j ∈ N \ ET (16)

kdl ∈ {0, 1}, ∀d ∈ D,∀l ∈ L (17)

wd
p ≥ 0, ∀p ∈ P,∀d ∈ D (18)

rdp ∈ {0, 1}, ∀d ∈ D,∀p ∈ P (19)

yd,qi,j ≥ 0, ∀d ∈ D,∀q ∈ Q,∀(i, j) ∈ A, (20)

zqi,j ∈ {0, 1}, ∀q ∈ Q,∀(i, j) ∈ A (21)

The objective function (4) minimizes the overall cost from
original provider and replica-node, by minimizing the cost
of caching the data in the replica-node, and minimizing the
minimum cost to deliver the data from the replica-node to the
requester, taking the traffic class into consideration.

The flow balance at every intermediate node and requester
node are imposed by (5) and (6), respectively. The flow
balance at producer nodes depends on the requested flow (7)
which is regulated by (8), (9), and (10). These constraints
consider the fact that only original producers or replica-nodes
can serve the requests, and the overall traffic served equals
overall demands by consumers.

Link capacity constraints are enforced in (11), where all
demand for all data over link have not to exceed the capacity
of link. While caching capacity constraints are imposed in
(12), the cost of caching data does not have to exceed the
caching capacity.

In particular, the constraint (13) makes sure that ICN/NDN
routing rule is respected, where data delivery uses the same
path of request in reverse. Constraint (14) represents the
weighting per each IoT traffic class (Pull, Periodic-Push, or
Event-Push). Where the constraint (15) enforces that each node
has to be assigned at most one ET .

Finally, non negativity on flow variables and binary condi-
tion are imposed in (16)-(21).

Algorithm 1: Highest-First, Farthest-Later Algorithm

Input: N : Graph, T Traffic Class, Cd
i,j , Cd

l

Output: ReplicaNodes : List of selected replica nodes

Phase : Initialization
1 SortedIntermediateNodes := {};
2 ReplicaNodes := {};
3 NotReplicaNodes := {};

Phase : Highest replica nodes
4 SortedIntermediateNodes := sort intermediate nodes

based on Traffic Class, Degrees, and Free Cache
Memory;

Phase : Farthest replica nodes
5 for (node in SortedIntermediateNodes) do
6 if (not isAdjacent(node, ReplicaNodes)) then
7 ReplicaNodes.append(node);
8 else
9 NotReplicaNodes.append(node);

10 end
11 end



C. Heuristic Scheme: Highest-First, Farthest-Later

In the following, we discuss the proposed algorithm that
aims to select the optimal cache placement based on IoT traffic
class. Algorithm 1 presents a pseudo-code of the proposed
solution, that is divided into two phases:

Phase 1 - Highest-First: In the first phase, we sort the list
of candidate intermediate nodes, based on the highest received
demands, and the free cache memory (Algorithm 1, Line 4),
the sort is done for each IoT traffic class.

Phase 2 - Farthest-Later: The second step aims to place the
content cache on the nodes that have the highest demands
as well as they are far away (Algorithm 1, Line 6). By this
selection, we ensure only the intermediates nodes that receive
many demands and no immediate neighbors are selected
(Algorithm 1, Line 10).

IV. PERFORMANCE & EVALUATION

This section presents and details the performance evaluation
of our proposed caching selection algorithm for Information-
Centric IoT networks.

To evaluate our solution, we propose scale-free network
topology, shown in Figure 1, which consists of a distributed
complex graph along with various network hierarchical lay-
ers (core network, distributed, aggregation, and access), and
different IoT gateways to collect data from IoT sensors and
actuators. Further, we used a scale-free network based on
Barabasi-Albert model [20].

Fig. 1. ICN-IoT Distribution Network

A. Performance Metrics

In the performance evaluation part, we measure network
delay, hop reduction ratio, number of selected replica nodes,
and cache utilization.

Network Delay: We denote Tq,d the time duration to satisfy
all demands d for a requester q. In the simulation, we calculate
the average network delay τ shown in Eq. 22 for Q requester
sending D demands.

τ =

∑Q
q=1

∑D
d=1 Tq,d

D

Q
(22)

Hop Reduction Ratio: It represents the number of hops that
can be traversed to fetch the data from the cache store than
the original content producer, and represented by Eq. 23.

δ = 1−
∑Q

q=1

∑D
d=1

hq,r
hq,p

D

Q
(23)

For each requester q, it sends D demands. For each demands
d from requester q, the hop reduction ration is calculated based
on the path length hq,r from the requester q and the cache store
r ∈ R, where r satisfied the request d, over the path length hq,p
from the requester q to the original content producer p ∈ P .
In the simulation, the hop reduction ratio is calculated as the
average over the Q requesters of average of D demands.

Cache Utilization: We denote Cq,d the number of cached
packet in the whole network for the demands d issued by
the requester q. In the simulation, we calculate the average
cache utilization κ shown in Eq. 24 for Q requester sending
D demands.

κ =

∑Q
q=1

∑D
d=1 Cq,d

D

Q
(24)

B. Simulation Results

In the following, we discuss the numerical results obtained
by performing an extensive analysis. We benchmarked NCP
against different caching placement strategies including LCE,
LCD, EC, and CC; assuming that all contents have the same
size. Also, as IoT devices generate small value, we do not
consider the size in the study. Further, we highlight here that
EC and CC strategies both produce the same results due to the
fact that all consumers in the generated topologies are one-hop
far from the edge node. Hence, the term EC expresses both
strategies.

Figures 2, 3, and 4 present the evaluation performance
for: network delay, hop reduction ration, and cache utilization
respectively.

LCE always follows cache concept by caching data on
all nodes, whereas EC selects only consumer edge nodes as
replica. Hence, the network delay for EC and LCE is the
same and overlapping, due to the fact that the first hop from
consumers is the edge which is selected by EC. On the other
hand, LCD selects nodes one-hop from the producer, which
means that requests need to be forwarded so close to producer,
that by consequence produces large network delay. However,
NCP selects cache nodes based on demands, the selection is
done by the network perspective neither close to producer
nor consumers (Objectives (1) and (2)), and memory usage
(Objective (3)). Thus, the network delay may be in an average.

In the other side, NCP outperforms the other strategies in
terms of hop reduction (Figure 3), through the selection of
the optimal near-cache placement, by eliminating the need to
forward requests to the original content producer, and allows
a fast data retrieval.

Finally, the cache utilization is shown in Figure 4, we
can notice that LCE utilizes the whole cache utilization by
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caching replica content in the network level, and decreases the
chance for other content which means it decreases the caching
distribution and diversity. LCE and EC select small set of
cache replica either producer neighbors or consumers’ edge
respectively that reduces the cache utilization. While NCP
selects only the replica with the highest demands/capabilities
per class, more free cache space, and that are far away. Hence,
it minimizes the whole cache utilization per class and increases
the cache distribution in the network.

V. CONCLUSION

In-network caching is one of the fundamental features of
ICN. This work presented a multi-objectives function, and
proposed a new caching strategy that aims to minimize the
cost of selecting the optimal cache placement in IoT based
on traffic classes, taking the cost of data movement from
producer to replica nodes, cost of caching in the replica, and
the cost of moving the content from replica to consumers
into consideration. NCP strategy outperforms other existing
strategies in term of cache utilization, and hop reduction by
moving the content more closer to consumer regarding the
network constraints. Hence, it increases the overall caching
distribution and diversity in the network.
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