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Abstract A basis of interference control is the interference model
Interference model is the basis of MAC protocol design inwhich determines whether and how a set of concurrent trans-
wireless networks, and it directly affects the efficiencylan missions may interfere with one another. Two commonly
predictability of wireless messaging. To take advantage ofised models are the physical interference model and the pro-
the strengths of both the physical and the protocol interfertocol interference model [8]. In the physical interference
ence models and to understand the varying relative goodnes3odel, a set of concurrent transmissions do not interfere
between physical and protocol interference models obdervewith one another if the resulting signal-to-interferendes-
in the literature, we analyze the impact of network traffitg| ~ noise-ratio (SINR) at every receiver is no less than a thresh
length, and wireless signal attenuation on the choice df opt old value; in the protocol interference model, a transroissi
mal protocol interference models, and we identify the inheris not interfered by an interferer if the interferer is atdtea
ent tradeoff between reliability and throughputin inteefece K times the transmitter-receiver distance away from the re-
model instantiation. Our analysis explains the seemingly i ceivet. For simplicity, we also call the physical interference
consistent observations in the literature and sheds light omodel theSINR modeknd the protocol interference model
the open problem of choosing optimal protocol interferencgheratio-K modelin this paper.
models. Based on the analytical results, we propose the The SINR modelis based on communication theory, and it
physical-ratio-K (PRK) interference model which is suleab can be regarded as an instantiation of the graded-SINR model
for distributed protocol design and has both the high figelit [13] for satisfying certain minimum link reliability. SINR
of physical interference model and the locality of protocolmodel is a high fidelity interference model in general, bet th
interference model. Via analysis, simulation, and testbedinterference relations defined by it are non-local and cembi
based measurement, we compare PRK with SINR physicalatorial since whether one transmission interferes with an
interference model, and we show that PRK based schedutther may depend on all the other transmissions in the net-
ing achieves a network throughput very close to (e.g., atleawork. Thus it is difficult to use SINR model in distributed
95% in many of the scenarios we study) what is enabled byrotocol design, especially when network traffic pattern is
SINR model while ensuring the required packet delivery reli bursty and unpredictable. On the other hand, even though the
ability. These findings shed new light on wireless intenfieee  ratio-K model is an approximate model in principle, it can
models, and suggest new approaches to MAC protocol desigenable agile protocol adaptation in the presence of dynamic
in supporting unpredictable traffic patterns and in addingss unpredictable traffic pattern since ratio-K model definés pa
application-specific tradeoff between reliability andaihgh-  wise, non-combinatorial interference relations arouredidh
put. cal neighborhood of each transmission. Therefore,apen
K eywor ds questio_nis whether it is feasible and how to integrate SINR
and ratio-K models so that we can take advantage of the high
fidelity of SINR model and the locality of ratio-K model at
the same time.
) The research community have studied the relative good-
1 Introduction ness of SINR model and ratio-K model, and it has been
Due to the broadcast nature of wireless communicationshown that SINR based scheduling can improve the through-
concurrent transmissions in wireless networks may interput of ratio-K based scheduling [13, 16]. On the other hand,
fere with one another and introduce co-channel interfexenc Chafekaret al. [3] found that ratio-K based scheduling can
Co-channel interference not only reduces the reliabilitg a improve the throughput of SINR based scheduling too. Since
throughput of wireless networks, it also increases theabilri  ratio-K model is only an approximation of SINR model, the
ity and uncertainty in data communication [23, 27, 26]. Aslatter observation is counter-intuitive and raises thi®faing
wireless networks are increasingly applied to missiotieali ~ open questionswhy can ratio-K based scheduling outper-
applications such as industrial monitoring and contro] [¢]
becomes critical to address wireless co-channel interéere INote that we replace the original notation(@f+ A) in [8] with
for reliable, predictable wireless data communication. K for simplicity of presentation.

Wireless interference model, protocol model, physical
model, throughput, reliability, local adaptation, an#ys
measurement, simulation




form SINR based scheduling in network throughput? Howysis, we find that, for given requirements on link relialilit
to correctly use physical and protocol interference moutels scheduling based on PRK model achieves a network through-
protocol design and evaluation? put very close to (e.g., at least 95% in many of the scenar-
ios we study) what is enabled by SINR model. Moreover,
as link reliability requirement increases, the througHpas

PRK based scheduling further decreases. These findings
suggest that PRK model has both the high fidelity (and thus
high performance) of SINR model and the locality of ratio-
model. Given that the parameter K of PRK model can be
osen based on local and even passive measurement alone,
RK model also suggests new approaches to MAC protocol

Contributions of the paper. To address the aforemen-
tioned open questions, we analyze, for both grid and rando
networks, the impact of network traffic load, link lengthdan
wireless signal attenuation on effective instantiatiomatio-

K model. We find that, as traffic load increases and wireles
signal attenuation decreases, the optimal K for maximizing,,,
network throughput and the minimum K for satisfying certain p

Iink 'reliability tend_s to.increase_. A.S link .Ien_gth increastne design in the presence of unpredictable traffic patterménfo
minimum K for satisfying certain link reliability also tesdo ;

: ) o stance, by letting each node locally choose a K for satigfyin
|nctrease6 btl# the optimal ng;or maX|m|€\?g nletvxli_org tPhrotufgh.'%,pplication—speciﬁc link reliability requirement.
put can both Incréase and decrease. vve aiso fin atXiNg The above analytical results give us insights into the be-

K to a constant number, as in most existing studies [13, 16, 3]naviors of protocol and physical interference models in a

can lead to significant performance loss as network and envizide range of network and environmental settings. We have

L%T{Pn?tzl g;ﬁ'ggts ih(?;r?iélfsoer ansi%ngg%dﬁ:’r'gﬂgﬂJ{Jﬁgstgverified these results through simulation as well as measure
and fixing K to 2 may lead to a link reliability less than 80%. ment study in a testbed of 120 TelosB motes.

These findings suggest that it is important to choose thé righOrganization of the paper.  In Section 2, we present the
K when studying ratio-K models, otherwise the performancdink, radio, and interference models used in this paper. We
evaluation will be biased against ratio-K model. study the impact of system properties and optimization ob-
We also find that there is inherent tradeoff between rej€ctives on the instantiation of ratio-K model in Sectien
liability and throughput when choosing K for the ratio-K and we examine the optimality of PRK model in Section 3.
model. Maximum network throughput is usually achievedWe corroborate our analytical results through testbeddase
not at the minimum K for ensuring certain link reliabilityp ~Mmeasurement and simulation in Sections 4 afdand we

; ; ; : Iso examine similar issues for ultra-wideband (UWB) net-
at a smaller K. In grid topologies, for instancg? is the op- a ) . ; ; X
timal K for maximizing throughput in many scenarios, but, works in Section??. We discuss related work in Section 5

with non-negligible probability,/2 is unable to guarantee and mak? cc_>nc|u.d|ng remarks in Section 6.

an 80% link reliability. Moreover, as K increases from the2 Preliminaries

minimum one required for satisfying certain link reliatyji In this section, we present the link, radio, and interfeeenc
network throughput tends to go down, especially when linkmodels used in the analysis part of this paper.

e e eI 15 S5 3] b bl T mode.To characteiz signal attenuation n vircless
relative goodness of SINR and ratio-K based scheduling i§ etworks, we use the log-normal path loss model [18] which

. e s widely adopted in protocol design and analysis. By this
because they did not address the reliability-throughpuletr model, the poweP: (in dB) of the received signal at a node

off and, by choosing a fixed K without considering network . T .
and environmental settings, they could not ensure that IinlgiIStanCGOI away from the transmitter is computed as follows:

reliabilities and thus maximum achievable throughput hee t d 2

same across different scenarios studied in [13, 16, 3], thus P =R —PL(do) - 100‘|°910d_0 +N(0,0%) @)
leading to different conclusions. More importantly, ouidfin ] o ]

ings suggest that, for cases where link reliability is cati WherePy is the transmission powelPL(dp) is the power de-
(e.g., for both reliable data delivery and small latendgijitn ~ cay at the reference distandg a is the path loss exponent,
mission-critical sensing and control), we can use linkareli N(0,0) is a Gaussian random variable with mean 0 and vari-
bility requirement as the basis of selecting K for the ra¢io- anceo. In our study, we use different instantiationscoénd
model. Since link reliability is a locally measurable metri O to represent different wireless environments.

link-reliability based selection of K addresses the cllle  Radio model.  The reception capability of a radio can be
of how to adapt K according to dynamic, potentially unpre-characterized by the bit error rate (BER) and the packet de-
dictable network and environmental settings, which hasibeejivery rate (PDR) in decoding signals with specific sigrai-t

recognized as an open problem by ®hial. [21] who in-  interference-plus-noise-ratios (SINR). Our study maiioky
dependently studied protocol interference models in feral cuses on the IEEE 802.15.4 compatible CC2420 radios [1],
with our work here. but we also study UWB radios in Secti@R. To compute the

Based on these analytical results, we propose the physicadxpected PDR for a CC2420 receiver at a specific location,
ratio-K (PRK) interference model. PRK model is the same asve first derive the PDR-SINR relation for CC2420 radios,
ratio-K model except that the parameter K of the PRK modelthen we compute the expected PDR based on the distribution
instead of being constant, adapts to network and environmermf SINR values at the receiver using the method of [28]. To
tal conditions as well as application QoS requirements to enthis end, we derive the PDR-SINR relation for CC2420 (at
sure certain minimum link reliability. Through detailedadn  the 2.4GHz frequency band) as follows.



First, we compute BER as a function of SINR. The relation(ACK) reception along a link, we need to make sure that the
between BER and SINR depends on the modulation metho8INR at the receiveR and the transmitteF is above certain
used. CC2420 uses the O-QPSK modulation method [2], fothresholdyg andy, respectively. For a given received signal
which the relation between BER and SINR is captured by thestrengthP, and background noisip at R, this requirement

following formula [18]: translates into a requirement on controlling the maximum to
5 erable interferencie atRto be% —Np. Similarly, we can de-
Pe=Q <, / 2y—N> (2)  rivethe maximumtolerable interferenigatT. To controlin-
R terference, we need to silence the transmission of somesnode

whereP, is the BER,y is the SINR valueBy is the noise in the network, and to maximize network throughput, we need

bandwidth R is the radio chip rate, ar@(.) is the tail distri- tF? minimize th"-‘lr"frmb?r of .S"e”hced ”agsmitftersd The.rl" g
bution function of the standard normal variate. For CC2420 ROPOSITION 1. To minimize the number of nodes silence

By = 2000KHz, andR = 2000 KChips/s. CC2420 radios use for ensuring certain minimum SINR at the receiver R (or the
a DSSS-like er;coding scheme where every 4 bits of data a ansmitter T ), we should first silence nodes s-closer torR (o
mapped into a 32 bits chip sequence, which will then be mod. ) rather than those s-farther away, whether or not we use

ulated and transmitted. Accordingly, we can compute as fol PRK or SINR model.

lows the PDR at a SINR value based on the correspondinEeROOE PRK model silences the nodes within an exclusion
gion around the receiver (or the transmitter), so the @rop

BER: 8fx8 sition holds for PRK model. For SINR model, we prove
PDR = (1-PFy) oa the proposition by contradiction. Suppose the receR/bas
_ <1_ 0 ( \/ﬁ )) (3)  two potential interferers A and B nearby. The s-distances
- R from A andB to receiverR areds anddg respectively, with

wheref is the packet length (in units of bytes) including over- da < -dB' If not silenced, the interference that noligiener-
head such as packet header ates is greater tha_ln that generatedBoyTo ensure that the
) total interference incurred tB does not exceed the thresh-
Interferencemodel. We consider the ratio-K and SINR in- old I, therefore, the number of nodes that have to be silenced
terference models. In ratio-K model, a concurrent trartemit whenB but notA is silenced is no less than the number of
n; does not interfere with the transmission frogto n, if and nodes that have to be silenced wh&but notB is silenced.
only if the following holds: Thus, if we silenceB instead ofA, the number of silenced
nodes may not be minimized, which contradicts the objective
d(ni,ny) > K x d(ns, ) (4) of minimiz)i/ng the number of silenced nodes. The samtje argu-
whered(n;, ny) is the distance betweenandn;, andd(ns, n;) ment applies to the transmittér Thus the proposition holds
is the distance betweam andn;. In SINR model, a set of for the SINR based schedulingd
concurrent transmitter§ does not interfere with the trans- Therefore, the set of nodes silenced by the data reception

mission fromns to n; if and only if the following holds: at receiveRare thels | number of nodes s-closestRowhere
P(ns, 1) |s| denotes the number of elements in setWe denote the
: > Yo (5)  setofnodessilenced I®in SINR and PRK based scheduling
No + Ynes P(ni,nr)

as Ssinr andsprk respectively. For a tolerable interfererige

where No is the background noise powd?,(ns, nr) is the atR, we |et|sinr andlprk be the i_nterferencg incurr(.ad.Rtin
strength of signals reaching: from ns, P(ni,n;) is the SINR and PRK based scheduling rgspeptwely. Similarly, for
strength of signals reaching from nj, andyp is a SINR correct ACK re_ceptlon at the transmltfénn_ SINR and PRK
threshold chosen to satisfy certain requirementon PDR.  based scheduling, we denote the set of silenced nodgsg,as

3 Optimality of PRK model ands,, respectively, and, for a tolerable interferettat T,

To understand the potential effectiveness of PRK modelVe !€tlsinr andly, be the actual interference incurredTat
we analyze in this section the optimality of PRK basedrespectively. We also defir@inr = Ssinr U S&in, @andSprk =
scheduling as compared with SINR based method. To avoidprk U S i t0 represent the set of silenced nodes around link
the problem of inconsistent observations on the relatiagigo L in SINR and PRK based scheduling respectively. Then,
ness of ratio-K and SINR based scheduling in the literaturePROPOSITION 2. Given the tolerable interference and
we conduct our comparative analysis on the condition thaat the receiver R and the transmitter T respectivgly, C
the link reliability in PRK and SINR based scheduling is the Sprk, Sginr € Sg,k, Ssinr € Sprk,» lprk < Isinr < I, and I;)rk <
same. 1y < 1.

3.1 Throughput lossin PRK model PROOF. Let the longest s-distance from a nodesig to

Similar to Sectior??, our analysis here considers infinite R be dsjr,. By the definition of PRK and SINR models and
sized grid and Poisson random networks with uniform trafficProposition 1, all the nodes ifjnr andsprk are withindsinr s-
patterns. We will verify the analytical results in Sectidghs distance away from the receivBr The difference between
and ?? through testbed based measurement and simulatioRRK model and SINR model is that, by the definition of
with finite networks and non-uniform traffic pattern. PRK model (see Inequality?), all the nodes that arésn,

To satisfy certain link reliability requirement and thusce s-distance away fronR have to be silenced in PRK model
tain packet-delivery-rate (PDR) for data and acknowledgime as long as at least one of them has to be silenced; whereas in



SINR model, we only need to silence the minimum number ofPROOF Let dist(np, R) be the s-distance fromy, to R, and
nodesdsinr S-distance away frofR to ensure that the SINR at  dist(n, T) be the s-distance from to T. Then from the
Ris at leasty. For example, in Figure 1, there are four nodesproof of Proposition 2, we know that the s-distartcérom
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Figure 1. Differencein PRK and SINR based scheduling:
receiver oriented view

dsinr S-distance away frorR. While SINR model may only
need to silence nod&to guarantee the SINR threshd{dthe
PRK model will silence all the four nodek;,; away. There-
fore, Ssinr € Sprk- SinceSsinr € Sprks Iprk < lsinr. SINR based
scheduling will ensure thagjn < ;. Thus,lpk < lsinr < I
holds.

every node inspr \ Ssinr t0 Ris dist(np, R) since PRK model
silences all the nodes on the boundary of the exclusionnegio
aroundR. Similarly, the s-distancé’ from every node in
Sé)rk \ Ss/inr toTis diSt(ng, T)

Given the interference toleranteand!{ at R and T re-
spectively, the set of silenced nodggy is fixed for a tight-
est tessellation of concurrent transmitters in a specifte ne
work and environmental setting. To understand the upper
bound onTjess We need to understand the upper bound on
(ISprk| — [Ssinr|) (seelnequality 6). By the definition o«
andSsinr, We know that|Sprk| — |Ssinr| < (|5prk| — |Ssinr|) +
(I5prl = |Séinel)- To upper bound[Spr| — [Ssini|), we ana-
lyze in what follows the upper bound @ prk| — |Ssinr|) and
(|5;l)rk| - |5éinr|)'

We first derive the upper bound Q[ prk| — [Ssinr|). Since
all the nodes inspk \ Ssinr are on the boundary of the ex-
clusion region aroun® and aredist(n,, R) s-distance away

from R, each such node introduces an expected interference
of Pp x B at receivelR. To ensure that the expected interfer-

) s , ence atR is no more thar (a.k.a., the SINR aR is above
Sincessinr  Sprk @NdSgine S Sprer Ssinr S Sprk. O Vo), one necessary condition is that the expected interferenc
Now, we are ready to derive the upper bound on théntroduced by nodes iGp \ Ssinr Should be no more than

throughput loss in PRK based scheduling as compared witfy — lork, that is, the number of nodes ifpr \ Ssinr Should

SINR based scheduling. Assuming that each node in gri l¢—1 pri . .
and Poisson random networks covers an areAgobn av- %e no more thanW. Note that this upper bound is usu-

erage, then, by Formul&® and??, the throughput of PRK  ally not tight and not a sufficient condition because the in-

and SINR based scheduling, denotediy andTsinr respec- terference aR tends to exceed} if the interferences from

tively, can be computed as follows: nodes inSprk \ Ssinr reached; — lp. This is because, if we
add, for every area of the same size of the exclusion region

aroundr, = ”g‘ more transmitters on average in SINR based

Similar argument applies to the transmitf€r
! !/ ! ! !/
Ssinr < Sprk' andlprk < Isinr < It-

Thus,

TR, prk TRrsinr

[Sprkdl < Ao [Ssinr| x Ao scheduling than in PRK based scheduling, the interference a
whereTg prk and Trsinr are the link throughput t in PRK  Rwill exceedl; — I o when the area covered by the network
and SINR based scheduling respectively. From Proposition 3s larger than the exclusion region arouR¢which is usually

we know that the average link reliability in SINR based the case). Therefore, an upper bound on the number of nodes
scheduling is no higher than that in PRK based schedulin i ok iti

(since the actual interference incurred in SINR based sdhed ?;ejgrgsnjgg; I‘Zf ?(k)uxe:ﬁe.)«l:?uzi?)iltrlzni'ot:nglLJF:i: ig?}:giﬂiiﬁ "
ing is no less than that in PRK based scheduling). Thus, y i .t9. "

Trsinr < Trprk- Then, we can define the throughput Idgss ~ No» thus(|Spr — [Ssinrl) < min{ 555, No .

I
Tsinr = Pox

Tprk =

in PRK based scheduling as Similarly, we can derive that(|S)| — [Sgnd) <
TRsinr _ TR prk =
T — Tsine=Tprk _ SsinrlxA0 ~ BprklxAg mm{ tP,—;g(, Né}
loss = Tsinr - TR sinr O ) i
_ - sinrl*Ao (6) Putting the above analysis together, the expedigd is
.sinr .sinr -~ 1Y
Tsinr A0 Bprkl*Ao IS pric| —[Ssinr| 1 htpe | el
< sinr TRSimpr _ prS sinr no more tham( PoxB + Pox<B ) o
5 ‘ prk‘
[Ssinr[xAg

Proposition 3 enables us to compute the upper bound, de-

Let ny be the node inssinr that is s-farthest away from noted byTj,, on the throughput loss in PRK based schedul-
the receiveR, Py be the power of signals that reaBfrom It =l prk

np, andNy be the number of nodes in the network whose s-"'9" /F?r convenience, we lebX = min{ g, No} +
distance toR is sd(np,R). Similarly, letnj, be the node in  min{ "Pj'Pék N}, and thusT, = % Note thatAX repre-
OX ) 1 prk .

S&inr that is s-farthest away from the transmitierP; be the

power of signals that reach from n,, andN}, be the number sents an upper bound ¢y« \ Ssinr|, that is, the average num-

of nodes whose s-distanceds sd(n,,, T). Then, ber of nodes per exclusion region that are silenced in PRK
PROPOSITION 3. The expected|a;(s ig Ie?ss than or equal to based scheduling but not in SINR based scheduling. In the

1 il T next subsection, we numerically analyze the propertiésf
o (MiN{ 755 No } +min{ 55, No }). andTjp.



3.2 Numerical analysis

Using the same network and environmental settings of 50 1
Section ?? and based on Proposition 3, we analyze the |
throughput loss in PRK based scheduling as compared with
the SINR based scheduling. For each of the system configu-
rations we study, more specifically, we first fiRdl{, and the
minimum K value of PRK model for satisfying certain link
reliability requirement, then we compu@yk|, | prk, andl gy, 1
which in turn enable us to compufeX and T, according to
Proposition 3. 10 20 30 40 50 60 7!

0 80

PDR requirement(%)

Grid network. For each system configuration, we compute (@A=1.59
the AX and throughput loss in PRK based scheduling. For
different requirements on packet delivery rate (PDR), Fig-
ure 2 shows the boxplot of throughput loss in PRK based
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S S S S e Figure 3. Throughput loss in PRK model: random net-
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Figure 2. Throughput lossin PRK models: grid networks

scheduling in different system configurations. We see thaft M €asurement study of PRK and SINR based

the throughput loss is small in general, and it also tends to  Scheduling

decrease as the PDR requirement increases. For instaace, th Our analytical results show that PRK model serves well as
median throughput loss is less than 5% when the requirethe basis of instantiating ratio-K model in different netko
PDR is 50%, and the median throughput loss is less thaand environmental settings and that PRK based scheduling
1% when the required PDR is 90%. These findings implyachieves a throughput close to what is possible in SINR based
that PRK model can be used for mission-critical wireless netscheduling. To corroborate these results, we experimgntal
working (e.g., those for real-time, reliable sensing and-co compare the performance of PRK and SINR based scheduling
trol) where PDR requirement is usually high and thus PRKusing a testbed of 120 TelosB motes, and we also experimen-
model can enable a performance very close to what is posstally verify the tradeoff between reliability and throughtn

ble with SINR model. both PRK and SINR based scheduling.

Random network. Figure 3 shows the throughput loss 4.1 M ethodology

of PRK model in random networks with node distribution  In our measurement study, we use a<112 grid of TelosB
densityA being 1.59 and 12.74 respectively (i.e., with the motes deployed in an indoor office as shown in Figure 4,
average number of neighbors being 5 and 40 respectively), where every two closest neighbor-
and Table 1 shows the median throughput loss for differ- 1 ing motes are separated by 2 feet.

PDRreq. (%)] 20 | 40 | 60 | 80 | 99
A=318 | 887 | 701 | 6.25| 521 | 4.20
A—637 | 7.60 | 6.01 | 536 | 4.46 | 3.60

A =055 6.65 | 5.26 | 469 | 3.91 | 3.15 == Optimal SINR and ratio-K
A=1274 [591] 468] 417 | 347 | 280 . Figure 4. Testbed based scheduling are NP-complete
Table 1. Impact of A and PDR requirement on median in general [3, 20], thus we use the
throughput loss (%) greedy, approximate scheduling
framework, denoted by ALg; that has been used to compare
entA’s and PDR requirements. We see that, similar to griddifferent wireless interference models in [13]. In additio
networks, throughput loss decreases as PDR requirement ite interference model, ALgtakes as input the link demand
creases. Moreover, we see that throughput loss also desreawector f = (fq, fo,..., fL) for L number of links, where the
as node distribution density increases, and this is because demandf; for the i-th link is the number of packets to be
largerA increases the number of silenced nodes in PRK moddransmitted across the link. The output of AL.{S a schedule
(i.e., [Spr)- S={5,%,...,S}, whereS; is a set of links scheduled in

4.2 Scheduling algo-
rithms




the j-th time slot. ALG works as follows to generate the 100

output schedule:
1. Order and rename links such tfat> fo > ... > f..
2. Seti=1,S=0,71=0. (Note: initial schedule is empty.) :
3. Schedule link in the very first available time slot to
which link i can be added based on certain scheduling 20

objective (e.g., guaranteeing certain minimum link re-
liability or maximizing network throughput) and inter-
ference model. If no such slot exists, incremerand (a) PDR
schedule link in the newly created slot. (Note: incre-

mentingt is equivalent to creating a new empty slot at 2'5

the end of the current schedule.) g[S
4. Repeat step § times. 15
5. Increment. Go back to step 3 until> L. .
4.3 Experimental results o
0

Using the scheduling algorithms Al and ALGgjnr, we Obj-8 Obj-5 Obj-T
have measured the performance of PRK and SINR based (b) Throughput
scheduling using the methodology discussed in Section 4.1. )
Figures 5 and 6 show the PDR and throughput of PRK Figure 6. PDR and throughput in the random network

PDR (%)
B [=2} @
5 3 8

0 Obj-8 Obj-5 Obj-T

Throughput

100,

T probability of having different number of concurrent links
80 a slot in PRK based scheduling for the random network and
the Obj-8 objective.
0 5 Related work
o The seminal work of [8] used both ratio-K and SINR mod-

e oo els in analyzing the capacity of wireless networks. Sinee th
(a) PDR paper did not focus on MAC protocol design, it did not study
the impacts of different factors on optimal ratio-K modak t

tradeoff between reliability and throughput, and the optim
25[LISINR ity of correctly instantiated ratio-K model.

2 [13] and [16] have studied the benefits of SINR model
18 ﬂ as compared with ratio-K model. On the other hand, [3]

PDR (%)
B [=2]
o o

Throughput

found that ratio-K based scheduling can improve the threugh
put of SINR based scheduling too. Without studying the im-
Ob-8 Obj-5 Obj-T pact of different factors and the tradeoff between religbil

(b) Throughput and throughputin instantiating ratio-K model, howeveesi
work did not explain the causes for the inconsistent obser-
vations on the relative goodness between ratio-K and SINR
o , based scheduling, and they did not study how to best use
and SINR based scheduling in the grid network and the ranratio-K model either. Our work complements the aforemen-
dom network respectively, with the error bars representingjoned studies by examining the impact of different network
the 95% confidence intervals (which are very small) of thegng environmental factors on the optimal ratio-K model, by
corresponding metrics. The PDR is defined as the numbejiydying the tradeoff between reliability and throughput i
of successfully delivered packets divided by the number ofatio-K model instantiation, by identifying the PRK interf
packets transmitted in a schedule;. the throughput |_s_def|ne‘4£;ince model which addresses the challenge of adapting K to
as the number of successfully delivered packets divided byotentially unpredictable network and environmental dyna
the schedule length (i.e., number of sl_ots usedina sch)edqucs' and by studying the optimality of PRK based scheduling
Note that the throughput is not that high because of the limyrough analysis, simulation, and testbed based measateme
ited concurrency allowed in the testbed which is in turn due \jost closely related to our work is Skt al. [21] who,
to the wide transitio_nal region qf wireless communicatisn a j, parallel with our study, independently examined the ef-
can be seen from Figur#. For instance, Table 2 shows the fectiveness of protocol interference model from the perspe
i tive of frequency scheduling (together with routing and pow
# of ConcurrentLinks 1 2 3 control). Having not focused on distributed protocol dasig

Probability 0.46] 0.51] 0.03 however, [21] left it as an open problem how to choose op-

Table 2. Probability of having different number of con-  timal K in instantiating ratio-K model. Through detailed
current linksin aslot: random network, PRK, Obj-8 study of the sensitivity of and the inherent tradeoff betwee

Figure5. PDR and throughput in the grid network




throughput and reliability in ratio-K based scheduling, wenal strength of multiple interfering signals is the sum a# th
discover the simple, distributed, link reliability based-a strength of the individual signals) for TelosB and MICA2
proach to selecting the optimal K, and we propose the PRKnotes respectively, and it was found that measurementserror
model which has both the locality of ratio-K model and the may affect the conclusions.
high fidelity of SINR model. Our work also complements  Several studies (e.qg., [7] and [9]) recently proposed mech-
[21] by examining the effectiveness of ratio-K model from anisms for interference cancellation where a single receiv
the perspective of time scheduling and distributed prdtococan simultaneously receive packets from multiple senders.
design, by studying in Section 3 why PRK/ratio-K basedThese results challenged the traditional paradigm wheee a r
scheduling can be very close to the performance of SINReiver can only receive one packet at a time, and they sug-
based scheduling, by examining the issue in a wide range @fest new ways of interference control. Nonetheless, iaterf
network and environmental settings (e.g., [21] did not gtud ence still needs to be controlled due to the constraintsasith
scenarios of different path loss exponent), and by cormtbor interference cancellation mechanisms. For instance, &igZ
ing the analytical and simulation results with testbed dase decoding [7] works the best when the number of interferers
measurement. Together, [21] and our work show that ratio-Ks small (e.qg., less than 6). How to build interference msdel
model, if correctly used, may well help simplify cross-laye for these interference cancellation mechanisms shouldbe a
optimization and distributed protocol design, and it wid b interesting problem to study, but the detailed study is belyo
worthwhile to explore this direction further. the scope of this paper.

Other approximate interference models such as hop-based .
model [19] and range-based model [24] have also been usd Concluding remarks
in the literature, but they are either similar to ratio-K rebd Through detailed analysis of the impact of different net-
or perform worse than ratio-K model [13]. Therefore, we didwork and environmental factors (e.g., traffic load and wire-
not study those approximate models in detail in this paperess signal attenuation) on the optimal instantiation tibra
[10] studied the feasibility of local interference modehave K model, we showed that the performance of ratio-K based
only nodes in a local neighborhood (with diamep@meed scheduling is highly sensitive to the choice of K and thag it i
to coordinate with one another to ensure minimum SINR aimportant to take this into account in both protocol desigad a
each receiver. But it did not study the impact of various facperformance evaluation. We then comparatively studied the
tors on the optimap, nor did [10] study how to correctly performance of PRK and SINR based scheduling and showed
instantiatep in dynamic, potentially unpredictable network that, if correctly instantiated, ratio-K based scheduloam
and environmental settings. [20] and [24] studied TDMA achieve a close-to-optimal performance. Moreover, our re-
scheduling based on ratio-K model. But [24] only consideredsults on PRK model and the inherent tradeoff between relia-
the case where K is 1, and the study of [20] did not exam théility and throughput suggest that ratio-K model can be cor-
impact of traffic load and node distribution on the optimal K. rectly instantiated through link reliability based adéajmta of
The simulation study of optimal K in [20] is also based on K which is readily amenable to distributed, local implemen-
approximate instead of optimal scheduling. tation. These findings explained the seemingly incondisten

Spatial reuse control based on the concegxafusion re-  observations about ratio-K model in the literature, shothed
gionhas been studied in [15, 25, 11, 12, 6, 17] too. Nonethefeasibility of integrating the high fidelity of SINR model thi
less, the issue of optimal K in different scenarios and tmeco  the locality of ratio-K model, and suggested new approaches
parison between ratio-K and SINR models were not studiedo MAC protocol design in dynamic, unpredictable network
in these work. [15] also used the Matern Hard-core Procesgnd environmental settings. We will study the issue of how to
to analyze the distribution of interferers in a random field;apply PRK model to protocol design and systems analysis in
but it did not consider the impact of traffic load on optimal our future work.
spatial reuse, it only focused on the exclusion region adloun
the receiver (but not the sender), and it did not study hovs7 References
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