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Performance Evaluation:  

He uses statistics as a drunken man uses lamp-posts  for support rather than for illumination. 

--- Andrew Lang 



Outline  

 Multiple Linear Regression 

 More than one predictor variables 

 Categorical Predictors 

 Predictor variables are categories such as CPU type, disk type, and so on 

 Curvilinear Regression 

 Relationship is nonlinear 

 Transformations 

 Errors are not normally distributed or the variance is not homogeneous 

 Outliers 

 Common mistakes in regression 
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Multiple linear regression models 



Vector notation 

 In vector notation, we have 

 

 

     

or 

 

 Regression formula:  

( ) ( )yXXXb T1T −
=



Example 15.1 



Example (contd.) 



Example (contd.) 



Example (contd.) 
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Example (contd.) 

 The coefficient of determination R2 is: 

 

     Thus, the regression explains 97% of the variation of y. 

 

 Standard deviation of errors is: 



Example (contd.) 
C = (XTX)-1 



Example (contd.) 



Example (contd.) 

 Standard deviation for a mean of a large number of 

future observations is: 

 

 90% confidence interval is: 

 



Analysis of variance (ANOVA) 

 Test the hypothesis that SSR is less than or equal to SSE 

 

 Degrees of freedom = Number of independent values required to 
compute 

 

 Assuming “Errors are i.i.d. Normal” & “x's are nonstochastic (i.e., 
can be measured without errors)” => y's are also normally 
distributed 

 Various sums of squares have a chi-square distribution with the 
degrees of freedom as given above 



F-test 



F-test (contd.) 



ANOVA table for multiple linear regression 



Example 15.2 



Multicollinearity  

 Two lines are said to be collinear if they have the same slope 
and same intercept. (same line) 
 These two lines can be represented in just one dimension instead 

of the two dimensions required for lines which are not collinear. 
 Two collinear lines are not independent. 

 

 When two predictor variables are linearly dependent, they are 
called collinear 

 Collinear predictors => Problem of multicollinearity (i.e., 
contradictory results from various significance tests) 

 High Correlation => Eliminate one variable and check if 
significance improves 



Example 15.3 



Example (contd.) 
 Similarly, as shown in Exercise 14.3, CPU time is regressed on the 

memory size and the resulting regression parameters are found to be 
significant. 

 Thus, either the number of I/O's or the memory size can be used to 
estimate CPU time, but not both. 

 

 Lesson: 
 Adding a predictor variable does not always improve regression accuracy. 
 If the variable is correlated to other predictors, it may reduce the 

statistical accuracy (i.e., more variance) of the regression. 

 Try all 2k possible subsets and choose the one that gives the best 
results with small number of variables. 

 Correlation matrix for the subset chosen should be checked 



Outline  

 Multiple Linear Regression 

 Categorical Predictors 

 Curvilinear Regression 

 Transformations 

 Outliers 

 Common mistakes in regression 



Regression of categorical (i.e., nonnumerical) 
predictors  

 Note: If all predictor variables are categorical, use one of the 
experimental design and analysis techniques for statistically more 
precise (less variant) results 

 Use regression if most predictors are quantitative and only a few predictors 
are categorical 

 Two Categories: 

      bj: represents difference in the effect of the two alternatives 

 bj is insignificant => two alternatives have similar performance 

 Alternatively: 

      bj: represents the difference from the average response 

 Difference of the effects of the two levels is 2bj 



Categorical predictors (contd.) 



Categorical predictors (contd.) 



Categorical predictors (contd.) 



Categorical predictors (contd.) 



Case study 15.1 

 



Case study (contd.) 

 

 

 

 

 All three parameters are significant (diff. from 0). The regression 
explains 76.5% of the variation. 

 Per byte processing cost (time) for both operating systems is 0.025 
millisecond. 

 Set up cost is 36.73 milliseconds on ARGUS, which is 14.927 
milliseconds more than that with UNIX. 



Differing conclusions 

 Case Study 14.1 concluded that there was no significant difference in 
the set up costs. The per byte costs were different. 

     Case Study 15.1 concluded that per byte cost is same but the set up 
costs are different. 

 Which conclusion is correct? 

 Need system (domain) knowledge. Statistical techniques applied without 

understanding the system can lead to a misleading result   

 Case Study 14.1 was based on the assumption that the processing as well 

as set up in the two operating systems are different  

 => four parameters 

 The data showed that the setup costs were numerically indistinguishable. 



Differing conclusions (contd.) 

 The model used in Case Study 15.1 is based on the assumption 
that the operating systems have no effect on per byte 
processing. 

 This will be true if the processing is identical on the two systems and 
does not involve the operating systems. i.e., only set up requires 
operating system calls. 

 If this is, in fact, true, then the regression coefficients estimated in the 

joint model of this case study 15.1 are more realistic estimates of the 

real world. 

 On the other hand, if system programmers can show that the 

processing follows a different code path in the two systems, then the 

model of Case Study 14.1 would be more realistic. 
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Curvilinear regression 



Other examples  



Example 15.4 



Example (contd.) 



Example (contd.) 



Example (contd.) 



Outline  
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 Categorical Predictors 

 Curvilinear Regression 

 Transformations 

 Outliers 

 Common mistakes in regression 



Transformations  

experiment  
design 



Transformations (contd.) 



Useful transformations  

‘ 



Useful transformations (contd.) 

s.t. transformation 
does not help much 



Useful transformations (contd.) 



Useful transformations (contd.) 



Useful transformations (contd.) 

 A short summary  



Box-cox family of transformations 



Box-cox transformations 



Case study 15.2: garbage collection 



Case study (contd.) 

 The analyst hypothesizes that  

 

   

 

 

 

    The points do not appear to be close to the straight line. 



Case study (contd.) 

 Is exponent on time different than a half? 

    => Use Box-Cox transformations with “a” ranging from -0.4 to 0.8 

 

 

 

 

 The minimum SSE of 2049 occurs at a = 0.45. 



Case study (contd.) 



Outline  
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Outliers  

 Any observation that is atypical of the remaining observations may 
be considered an outlier. 
 Including the outlier in the analysis may change the conclusions 

significantly. 
 Excluding the outlier from the analysis may lead to a misleading 

conclusion, if the outlier in fact represents a correct observation of the 
system behavior. 

 A number of statistical tests have been proposed to test if a 
particular value is an outlier.  
 Most of these tests assume a certain distribution for the observations.  

 If the observations do not satisfy the assumed distribution, the results of the 
statistical test would be misleading. 

 Easiest way to identify outliers is to look at the scatter plot of the 
data. 



Outliers (contd.) 

 Any value significantly away from the remaining observations should 
be investigated for possible experimental errors. 

 Other experiments in the neighborhood of the outlying observation may 
be conducted to verify that the response is typical of the system 
behavior in that operating region. 

        Once the possibility of errors in the experiment has been eliminated, 
the analyst may decide to include or exclude the suspected outlier based 
on the intuition. 

 One alternative is to repeat the analysis with and without the outlier and 
state the results separately.  

 Another alternative is to divide the operating region into two (or more) 
sub-regions and obtain a separate model for each sub-region. 



Outline  

 Multiple Linear Regression 
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Common mistakes in regression  



Common mistakes (contd.) 



Common mistakes (contd.) 



Common mistakes (contd.) 



Common mistakes (contd.) 



Common mistakes (contd.) 



Summary  

 Multiple Linear Regression 

 Categorical Predictors 

 Curvilinear Regression 

 Transformations 

 Outliers 

 Common mistakes in regression 



Summary of “performance evaluation” 

 Common mistakes and how to avoid them 
 Selection of techniques and metric 
 Workload characterization techniques 

 
 Introduction to experiment design 
 2k factorial design 
 One-factor experiments 
 General full factorial design with k factors 

 
 Introduction to simulation 

 
 Summarizing measured data 
 Comparing systems using sample data 
 Regress models: simple linear regression, non-SL regress 



Further reading  

 Richard Draves, Jitendra Padhye, Brian Zill, “Comparison of routing metrics for 
static multi-hop wireless networks”, ACM SIGCOMM’04 

 S. Corson, J. Macker, “Mobile Ad hoc Networking (MANET): Routing Protocol 
Performance Issues and Evaluation Considerations”, IETF RFC 2501  

 Hongwei Zhang, Anish Arora, Prasun Sinha, ”Link Estimation and Routing in 
Sensor Network Backbones: Beacon-based or Data-driven?”, IEEE Transactions 
on Mobile Computing, 2009 

 Dongjin Son, Bhaskar Krishnamachari, John Heidemann, “Experimental Analysis 

of Concurrent Packet Transmissions in Low-Power Wireless Networks”, ACM 
SenSys’06 

 Lili Qiu, Yin Zhang, Feng Wang, Mi Kyung Han, Ratul Mahajan, “A General Model 

of Wireless Interference”, ACM MOBICOM’07 



Exercise 
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