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ABSTRACT

Real-time routing is a basic element of closed-loop, real-time sens-
ing and control, but it is challenging due to dynamic, uncertain
link/path delays. The probabilistic nature of link/path delays makes
the basic problem of computing the probabilistic distribution of
path delays NP-hard, yet quantifying probabilistic path delays is
a basic element of real-time routing and may well have to be ex-
ecuted by resource-constrained devices in a distributed manner;
the highly-varying nature of link/path delays makes it necessary
to adapt to in-situ delay conditions in real-time routing, but it has
been observed that delay-based routing can lead to instability, esti-
mation error, and low data delivery performance in general. To ad-
dress these challenges, we propose the Multi-Timescale Estimation

(MTE) method; by accurately estimating the mean and variance
of per-packet transmission time and by adapting to fast-varying
queueing in an accurate, agile manner, MTE enables accurate, ag-
ile, and efficient estimation of probabilistic path delay bounds in a
distributed manner. Based on MTE, we propose the Multi-Timescale

Adaptation (MTA) routing protocol; MTA integrates the stability
of an ETX-based directed-acyclic-graph (DAG) with the agility of
spatiotemporal data flow control within the DAG to ensure real-
time data delivery in the presence of dynamics and uncertainties.
We also address the challenges of implementing MTE and MTA
in resource-constrained devices such as TelosB motes. We evalu-
ate the performance of MTA using the NetEye and Indriya sensor
network testbeds. We find that MTA significantly outperforms ex-
isting protocols, e.g., improving deadline success ratio by 89% and
reducing transmission cost by a factor of 9.7.
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1. INTRODUCTION
Besides deployments for open-loop sensing such as environmen-

tal monitoring, embedded wireless networks are increasingly being
explored for real-time, closed-loop sensing and control. For in-
stance, wireless networking standards such as the IEEE 802.15.4e,
WirelessHART, and ISA SP100.11a have been defined for indus-
trial monitoring and control [3, 43, 39], wireless sensor networks
have been deployed for industrial automation [30, 42], and the au-
tomotive industry has also been exploring the application of wire-
less networks to vehicle sensing and control [17, 40]. In wireless
networked sensing and control, message passing (or messaging for
short) across wireless networks is a basic enabler for coordination
among distributed sensors, controllers, and actuators. In supporting
mission-critical tasks such as industrial process control, wireless
messaging is required to be reliable (i.e., having high delivery ra-
tio) and in real-time [36]. This is because packet loss and large de-
lay usually reduce the system stability (e.g., in proportional-integral
control), lengthen the settling time, and increase the maximum over-
shoot in control [23].

In multi-hop wireless networks, a basis for reliable, real-time
messaging is real-time routing which routes data packets from their
sources to destinations within specified deadlines. Nonetheless,
link/path delays (i.e., the time taken to successfully deliver a packet
across a link or a path) are dynamic, uncertain in wireless sensing
and control (WSC) networks due to factors such as the spatiotem-
poral wireless link dynamics and the queueing dynamics along
links/paths. The dynamics and uncertainties in link/path delays in-
troduce fundamental challenges to real-time routing:

• Firstly, the dynamics and uncertainties make link/path delays
probabilistic in nature. Given the delay distributions of indi-
vidual links along a path, the basic problem of computing the
probabilistically guaranteed path delays is NP-hard [21]; in
real-time routing where nodes need to identify paths that en-
sure certain delay bounds, however, quantifying probabilistic
path delays is a basic task, and it may well have to be exe-
cuted by resource-constrained nodes in a distributed manner.

• Secondly, given that link/path delay is a highly varying met-
ric and that it can change at a short timescale of each packet
transmission, it is important to adapt to in-situ delay condi-
tions in routing. Yet the highly-varying nature of link/path
delays makes it difficult to accurately estimate path delays in
a distributed and agile manner, and it has been observed that



delay-adaptive routing can lead to routing instability and low
data delivery performance in general [14, 49].

Despite much work in throughput- or energy-efficiency-oriented
wireless routing [6, 13, 20, 47], real-time routing is much less stud-
ied. Moreover, the existing work that do consider data delivery
delay in wireless routing either only try to minimize average path
delay without ensuring probabilistic delay bounds [44, 19, 22, 31,
45], or they do not address the challenges that delay uncertainties
pose to the task of quantifying probabilistic path delays and the task
of addressing instability of delay-adaptive routing [25, 37]. There-
fore, how to enable real-time routing in the presence of dynamic,
uncertain link/path delays remains an important open problem for
real-time wireless networked sensing and control.

Towards enabling routing with probabilistic delay bounds in
WSC networks, we propose the Multi-Timescale Adaptation (MTA)

routing protocol that addresses the aforementioned challenges of
dynamic, uncertain link/path delays in real-time routing. In MTA,
nodes leverage the different timescales of dynamics to accurately
estimate probabilistic path delay bounds in an agile manner and to
adapt spatiotemporal data flow control at the same timescales of
the dynamics themselves. More specifically, we make the follow-
ing contributions:

• For accurate, agile estimation of probabilistic path delay
bounds, we decompose contributors to path delay uncertain-
ties into two factors: dynamic per-packet transmission time
(which we refer to as packet-time hereafter) and dynamic
queueing along paths. Through detailed experimental analy-
sis, we find that, given a network condition, the distribution
of packet-time is quite stable despite the quick variation of
instantaneous packet-time. This enables each node to accu-
rately estimate the mean and variance of packet-time from
itself to the next-hop along a path. We also observe that
the packet-time for different packet transmissions, whether
from the same node or from different nodes, are uncorrelated;
this enables each node to compute, for a given time instant,
the variance of the path delay from itself to the destination
node as the sum of the variances of the packet-times for all
the packets queued along the path at that instant. Based on
these observations, we develop a multi-timescale approach,
denoted by multi-timescale estimation (MTE), to accurately
estimate the highly-varying mean and variance of path delay
by accurately estimating the mean and variance of packet-
time and by adapting to fast-varying queueing in an accurate,
agile manner. Using the mean and variance of path delay, we
evaluate different methods of upper-bounding quantiles, and
we identify Chebyshev Inequality as an effective basis for
computing probabilistic delay bounds in constant time.

• For enabling adaptivity while addressing instability and low-
performance in real-time routing, we propose the Multi-

Timescale Adaptation (MTA) routing protocol: to facilitate
the aforementioned multi-timescale estimation (MTE) and
to avoid detrimental instability while ensuring data deliv-
ery performance during adaptation, a directed-acyclic-graph
(DAG) is maintained at lower frequencies based on the rel-
atively slow-varying link property ETX (i.e., expected num-
ber of transmissions taken to successfully deliver a packet),
which reflects network throughput, data delivery reliability,
and the overall trend of data delivery delay [13, 15]; at higher
frequencies and based on the MTE method, the data flow
within the DAG is controlled on a per-packet basis to mini-
mize ETX and to ensure packet delivery within the required

probabilistic delay bound. By ensuring overall stability and
performance while addressing short-term dynamics at the
same time, MTA enables efficient, real-time routing in the
presence of complex dynamics and uncertainties.

• We implement MTE and MTA in TinyOS, and we address the
challenges of limited memory, limited CPU capability, and
the lack of real-time operation support in TinyOS. Besides
the running MTA protocol, these implementation strategies
may well be of interest to real-time routing in general.

• We evaluate the performance of MTA and and other related
work in the high-fidelity sensor network testbeds NetEye [4]
and Indriya [2]. We find that MTA significantly outperforms
existing protocols, e.g., improving deadline success ratio by
89% and reducing transmission cost by a factor of 9.7.

The rest of the paper is organized as follows. We briefly intro-
duce the NetEye and the Indriya testbeds in Section 2. We present
the MTE method and the MTA protocol in Sections 3 and 4 respec-
tively, and then we present the measurement study in Section 5. We
discuss related work in Section 6, and we make concluding remarks
in Section 7.

2. PRELIMINARIES
Our study leverages two publicly available wireless sensor net-

work testbeds NetEye [4] and Indriya [2]. In what follows, we
briefly introduce the two testbeds and the traffic patterns we study.

NetEye testbed. NetEye [4] is deployed in a large lab space at
Wayne State University. We use a subset of a 15×7 grid of TelosB
motes in NetEye, where every two closest neighboring motes are
separated by 2 feet. The subset of the grid forms a random network,
and it is generated by removing each mote of the 15 × 7 grid with
probability 0.2.

Each of these TelosB motes is equipped with a 3dB signal attenu-
ator and a 2.45GHz monopole antenna. In our measurement study,
we set the radio transmission power to be -25dBm (i.e., power level
3 in TinyOS) such that multihop networks can be created and the
link reliability is over 90% for links up to 6 feet long. Given the
high availability and high fidelity of NetEye, we mainly use NetEye
in our measurement study, but we verify key observations using the
Indriya testbed too.

Indriya testbed. Indriya [2] is deployed at three floors of the
School of Computing at the National University of Singapore. Our
measurement study uses all of its 127 TelosB motes, and we use a
transmission power of -10dBm (i.e., power level 11 in TinyOS) to
generate a well-connected multi-hop network where the link relia-
bility is over 90% for links up to 20 feet long.

Traffic pattern. Using the two testbeds, we study both periodic
and event traffic patterns.

For periodic traffic, we study three types of them based on the
amount of queueing they introduce when the default TinyOS rout-
ing protocol CTP [20] is used: 1) light traffic: no queueing in net-
work; 2) medium traffic: moderate queueing in network but with
very rare queue overflow; 3) heavy traffic: severe queueing in net-
work and with frequent queue overflow. To this end, we select one
node as the sink and another 10 nodes as traffic sources; the sink
and the sources are nearly at opposite positions in both testbeds to
create as many routing hops as possible. In NetEye, more specifi-
cally, mote 15 is the sink, and motes 61, 62, 63, 64, 76, 77, 79, 91,
92, and 93 are the sources, with each source generating a packet ev-
ery 1,000ms, 400ms, and 75ms for light, medium, and heavy traffic
respectively. To verify observations from NetEye and given that



the medium traffic is the common case in WSC networks, we also
study medium traffic scenario in Indriya as follows: mote 105 at
the third floor is the sink, and motes 1 . . . 10 at the first floor are the
sources, with each source generating a packet every 600ms.

For event traffic, we use a publicly available event traffic trace
for a field sensor network deployment [46, 1] to evaluate the per-
formance of different protocols. The traffic trace corresponds to the
packets generated in the 7×7 grid of a field mote network when a
vehicle passes across the middle of the network. In NetEye, the
7× 7 subgrid in the trace data corresponds to the 49 motes that are
the farthest from the sink mote 15. In Indriya, the 7 × 7 subgrid is
mapped to motes 1 . . . 49.

3. MULTI-TIMESCALE ESTIMATION OF

PATH DELAYS
To enable routing with probabilistic delay guarantees, a basic

task is to quantify probabilistic delays along paths. Given a path
P = v0, v1, . . . , vn, vn+1 from v0 to vn+1 as shown in Fig-
ure 1 and assuming that the number of packets queued at node
vi(i = 0 . . . n)) is mi(t) at time t and that the packet transmission
scheduling algorithm at each node is first-come-first-serve (FCFS),
the instantaneous delay along path P at time t, denoted by dP (t),
is the delay that a packet arriving at v0 at time t experiences in
reaching the destination node vn+1 assuming that the number of
queued packets at each node does not change while the packet is
being delivered to vn+1. Therefore,

dP (t) =
n

X

i=0

mi(t)+1
X

j=1

d
j
i (t), (1)

where d
j
i (t) is the time taken for vi to deliver its j-th queued packet

to vi+1 at time t.

Challenges of highly-varying delay distribution. Given the dis-
tributions of d

j
i (t)(i = 0 . . . n, j = 1 . . . mi(t) + 1), it is NP-hard

to compute the distribution of dP (t) [21]. Since nodes of WSC
networks tend to be resource-constrained (e.g., in CPU and mem-
ory), it is infeasible to directly compute the distribution of dP (t)
in general. One alternative is to first sample dP (t) and then use
non-parametric approaches (e.g., the P 2 algorithm) to estimate de-
lay quantiles based on these delay samples [27, 34]. Nonetheless,
non-parametric quantile estimation usually converges slowly, for
instance, taking more than 200 samples [33]. Yet the distribution
of path delays varies at a much shorter timescale than the sample
size required for non-parametric quantile estimation to converge.
As can be seen from (1), in particular, the distribution of path de-
lays vary with the queueing levels (i.e., mi(t)) along paths, and
network queueing can vary quickly over time.1 For the NetEye
medium traffic scenario, for instance, Figure 2 show the histogram
of the coherence window size for node queueing, where each co-
herence window of a time series is a maximal consecutive segment
of the time series where all the sample values are the same. We
see that the coherence window size is two orders of magnitude less
than the sample size required for non-parametric quantile estima-
tion to converge. Therefore, the highly-varying nature of path de-
lay distribution makes non-parametric quantile estimation unable
to accurately estimate instantaneous path delay quantiles in an ag-
ile manner; that is, the distribution of the path delay changes before
the estimation converges to an accurate value.

1As we will discuss shortly, the distribution of packet-time (i.e.,

d
j
i (t)) is quite stable over time, and we leverage the stability of

packet-time distribution in designing our multi-timescale estima-
tion (MTE) method.

To circumvent the computational complexity and the inability of
accurate, agile estimation of exact path delay quantiles, we propose
to identify upper bounds on probabilistic path delays and to use the
delay bounds in identifying paths for real-time data delivery. As
we will discuss later in this section, upper bounds on path delays
can be derived using probability inequalities such as Chebyshev
Inequality [38], and the properly identified delay bounds are still
orders of magnitude less than the maximum delays, thus enabling
effective utilization of network real-time capacity. Most probabil-
ity inequalities use the mean and/or the standard deviation of the
corresponding random variable, thus we need an accurate, agile
mechanism of estimating the mean and standard deviation of path
delays. Nonetheless, the sample size required for accurate estima-
tion of path delay statistics tend to be quite large, for instance,
being greater than 100 in most cases and can be up to 594 [33],
which are significantly greater than the coherence window size of
node/path queueing levels. In addition, node queueing levels tend
to have low autocorrelation, not to mention staying unchanged, for
time lags greater than 100 samples, as shown in Figures 3. Thus,
the large sample size requirement and the highly-varying nature of
path delay distribution makes it impossible to accurately estimate
instantaneous mean path delay in an agile manner; that is, the mean
path delay changes before the estimation converges to an accurate
value.

Multi-Timescale Estimation (MTE). Towards addressing the
challenges of highly-varying distribution and statistics of path de-
lay, we decompose contributors to path delay variations into two
factors: dynamic packet-time and dynamic queueing. By lever-
aging the different timescales at which packet-time and queueing
vary, we propose the multi-timescale-estimation (MTE) method
that accurately estimates the highly-varying mean and variance of
path delay by 1) accurately estimating the mean and variance of
packet-time at a longer timescale and 2) by adapting to fast-varying
queueing at a shorter timescale. In what follows, we elaborate on
the design of the MTE method.

OBSERVATION 1. Packet-time distribution is stable.

Through detailed experimental analysis, we find that, given a net-
work condition, the distribution of packet-time is quite stable de-
spite the quick variation of instantaneous packet-time. Using the
Generalized KPSS test [24], we analyze the stationarity window
size of packet-time, where each stationary window of a time series
is a maximal consecutive segment of the time series that is weak-
sense stationary (i.e., with a constant mean and variance over time).
Figure 4 shows the histogram of the stationarity window size for
packet-time in the NetEye medium traffic scenario. The minimum
and the maximum window size are 1,901 and 21,937 respectively,
both of which are significantly greater than the sample size required
to precisely estimate the mean and variance of packet-time. For
instance, Figure 5 shows the empirical CDF of the sample size
required for estimating the mean packet-time at 90% accuracy and
90% confidence level. The sample size requirement is less than 360
with over 99% probability, and the maximum sample size require-
ment is 600.

The stability of the packet-time distribution has two important
implications:

• Given the real-time requirement on data delivery and the con-
strained memory size in embedded WSC networks, the sta-
tionarity window size tends to be greater than the maximum
node queue size in general. This implies that, in Formula (1),
the mean and variance for d

j
i (t)’s (j = 1 . . . mi(t) + 1) are

the same for a given i(i = 0 . . . n), and we denote them as



Figure 1: An example path P
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µ(di(t)) and σ2(di(t)). Therefore, the mean path delay can
be computed as follows:

µ(dP (t)) =

n
X

i=0

(mi(t) + 1)µ(di(t)). (2)

• The stability of packet-time distribution enables each node
to accurately estimate the mean and variance of packet-time
from itself to the next-hop along a path, and, with Formula
(2), the mean path delay can be accurately estimated.

OBSERVATION 2. Packet-time is uncorrelated.

We also observe that the packet-time for different transmissions,
whether from the same node or from different nodes, tend to be
uncorrelated. For instance, Figure 6 shows the small autocorrela-
tion coefficient of packet-time along the same link, with the box-
plot showing, for each lag, the distribution of autocorrelation coef-
ficients across different links; Figure 7 shows the small correlation
coefficient of packet-time along different links, where the lag is de-
fined as the number of packets queued between two packets at dif-
ferent node queues as shown in Figure 1, assuming that the packets
queued at time t flow through the nodes queues in a FIFO manner.
We also observe that the median autocorrelation coefficient and the
median cross-link correlation coefficient of packet-time is zero at
99% confidence level. An intuition for the uncorrelatedness be-
tween packet-time is that, given a network condition, the behavior
of one packet transmission does not have much impact on the be-
havior of another packet transmission as far as the MAC protocol
is concerned.

The Bienaymé Formula [35] shows that the variance of the sum
of pair-wise uncorrelated random variables is the sum of the vari-
ances of the individual random variables. Thus our observations
on the uncorrelatedness of packet-time along a path enables each

node to compute, for a given time instant, the standard deviation
of the path delay from itself to the destination node as the square
root of the sum of the variances of the packet-times for all the pack-
ets queued along the path at that instant. For path P of Figure 1,
for instance, the standard deviation of dP (t) can be computed as
follows:

σ(dP (t)) =

v

u

u

t

n
X

i=0

(mi(t) + 1)σ2(di(t)). (3)

For a typical 5-hop path in NetEye, Figure 8 shows the histogram
of the relative errors in estimating the standard deviation of path
delay in the presence of different queueing levels along the path.
We see that the estimation is quite accurate, with most relative er-
rors within the range of (-0.075, 0.075). Note that, if we directly

estimate the variance of the sojourn time dso
i (t) =

Pmi(t)+1
j=1 d

j
i (t)

at node vi without decomposing dso
i (t) into its individual compo-

nents d
j
i (t)’s (j = 1 . . . mi(t) + 1), we cannot compute σ(dP (t))

as
p

Pn

i=0 σ2(dso
i (t)). This is because, for i1 6= i2, dso

i1 (t) and
dso

i2 (t) are correlated due to the correlation between queueing levels
at different nodes of a path.

In the simplified scenario of Figure 1, the next-hops of all the
packets in a node queue are the same. In reality, a node may well
use different next-hops for different packets, for instance, depend-
ing on packet deadlines as we will discuss in Section 4. Assume
that, at time t, each node vi(i = 0 . . . n) has Ni(t) number of
next-hops, the number of packets (including the one arriving at v0

at time t) to be forwarded to its k-th next hop is mk
i (t), and the

packet-time from vi to its k-th next-hop is di,k(t). We observe
that, given vi and t, di,k(t)’s tend to be uncorrelated for different
ks. For instance, Figure 9 shows the histogram of the correlation
coefficient between the packet-time across different outgoing links
from the same node. The correlation coefficient is very small and
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is less than 3% most of the time. We also observe that the median
correlation coefficient is zero at 99% confidence level. Then, based
on Formulae (2) and (3), the mean and standard deviation of the
delay along a path P can be computed as follows:

µ(dP (t)) =
Pn

i=0

PNi(t)
k=1 mk

i (t)µ(di,k(t))

σ(dP (t)) =

q

Pn

i=0

PNi(t)
k=1 mk

i (t)σ2(di,k(t))
(4)

OBSERVATION 3. Network queueing is relatively stable at

short timescales.

To leverage Formula (4) in estimating the mean and variance of
the delay along path P in a distributed manner, each node vi can
compute the mean and variance of the delay from itself to the desti-
nation node vn+1 based on those of its next-hop along P . Denoting
the mean and standard deviation of the delay from vi to vn+1 by
µ(di

P (t)) and σ(di
P (t)) respectively (i = 0 . . . n), then we have

µ(di
P (t)) = µ(di+1

P (t)) +
PNi(t)

k=1 mk
i (t)µ(di,k(t))

µ(dn+1
P (t)) = 0

(5)

σ(di
P (t)) =

q

σ2(di+1
P (t)) +

PNi(t)
k=1 mk

i (t)σ2(di,k(t))

σ(dn+1
P (t)) = 0

(6)

Formulae (7) and (8) can be implemented using a distance-vector-
type routing algorithm. Due to information diffusion delay τi from
vi+1 to vi in routing, the implemented version of Formulae (7) and
(8) are

µ(di
P (t)) = µ(di+1

P (t − τi)) +
PNi(t)

k=1 mk
i (t)µ(di,k(t))

µ(dn+1
P (t)) = 0

(7)

σ(di
P (t)) =

q

σ2(di+1
P (t − τi)) +

PNi(t)
k=1 mk

i (t)σ2(di,k(t))

σ(dn+1
P (t)) = 0

(8)
For accurate estimation of µ(di

P (t)) and σ2(di
P (t)), we need to

make τi as small as possible. This can be achieved by having vi+1

piggyback µ(di+1
P (t)) and σ2(di+1

P (t)) onto its data transmissions
as well as control signaling (e.g., broadcast of routing beacons) so
that vi can overhear the values quickly. In WSC networks, sam-
ple data about physical behavior are usually generated periodically
in a continuous manner, thus τi is at the same timescale of inter-
packet arrival interval, which enables quick diffusion of path delay
statistics.

We also observe that, even though network queueing varies sig-
nificantly at a long timescale of hundreds of inter-packet intervals,

it is much more stable at a short timescale of a few inter-packet
intervals. In the NetEye medium traffic scenario and for the time
lags of 1, 5, and 10 packet transmissions, for instance, Figure 10
shows the empirical cumulative distribution function (CDF) of link
queueing level changes (i.e., changes in mk

i (.)). We see that, at the
timescale of a few inter-packet intervals, network queueing remains
relatively stable, and, with more than 90% probability, the absolute
changes in link queueing levels are no more than 1. To ensure
enough real-time capacity for each source node, routing hops tend
to be limited (e.g., less than 10) in WSC networks [5]. This fact,
together with the quick information diffusion and the relative sta-
ble network queueing at short timescales, enables the MTE method
to accurately estimate the mean and variance of path delays in an
agile manner.

Probabilistic path delay bound. With the mean and variance of
path delay estimated via the MTE method, a node can derive the
probabilistic path delay bounds using probability inequalities. To
this end, we have

PROPOSITION 1. For a random variable X, if

Pr{X ≥ f(x)} ≤ g(x), (9)

then Q
q
X = f(g−1(1 − q)) is an upper bound on the q-quantile of

X, where g−1 is the inverse function of g.

PROOF. Let g(x) = 1 − q, then

Pr{X ≥ f(x)} ≤ 1 − q.

Thus,

Pr{X ≤ f(x)} ≥ q

Since x = g−1(1 − q), we have

Pr{X ≤ f(g−1(1 − q))} ≥ q

Thus, f(g−1(1−q)) is an upper bound on the q-quantile of X.

For λ > 0 and a non-negative random variable X with mean
µ and variance σ2, two widely-applicable probability inequalities
[41] are the Markov Inequality

Pr{X ≥ λ} ≤
µ(X)

λ
, (10)

and the one-tailed Chebyshev Inequality

Pr{X − µ ≥ λσ} ≤
1

1 + λ2
. (11)

Thus, we have



COROLLARY 1. Using Markov Inequality, Q
q
X = µ

1−q
.

COROLLARY 2. Using one-tailed Chebyshev Inequality,

Q
q
X = µ + σ

q

q

1−q
.

For a typical five-hop path in NetEye, Figure 11 shows the
ground truth and the estimated 90-percentile of the path delay
when it is the sum of 5 and 40 packet-time random variables re-
spectively. For comparison purpose, we present the probabilistic
delay bounds estimated via the optimal-partition-minimum-delay
(OPMD) method [34] or by assuming path delay is normally dis-
tributed [29]; we also present the maximum path delay. Given
that Markov Inequality usually gives a looser bound than one-tailed
Chebyshev Inequality, the probabilistic delay bound by Markov In-
equality is greater than that by Chebyshev Inequality. Compared
with the method of assuming path delay is normally distributed,
the bound by Chebyshev Inequality is always greater than the ac-
tual 90-percentile path delay, whereas the former method under-
estimates the 90-percentile for the case of 40 packet-time random
variables. Given that the OPMD method is rather conservative in
estimating path delay bound, the bound by Chebyshev Inequality
is also much less than the bound by the OPMD method, especially
when path queueing increases. We also see that the maximum path
delay is orders of magnitude greater than the bound by Chebyshev
Inequality, thus using probabilistic delay bound instead of maxi-
mum path delay helps improve application-usable real-time capac-
ity. Since the bound by Chebyshev Inequality upper-bounds and is
close to the probabilistic path delay, we use the probabilistic delay
bound by Chebyshev Inequality in our protocol design.

From FCFS to EDF. In real-time scheduling, the earliest-
deadline-first (EDF) algorithm is a commonly used algorithm, and
it can ensure a smaller deadline than what is feasible with the first-
come-first-serve (FCFS) algorithm. Our MTE method of comput-
ing probabilistic path delay bounds is derived by assuming that
nodes use FCFS algorithm in intra-node transmission scheduling,
but we observe that the delay bounds derived via our FCFS-based
MTE method can also serve as the basis of selecting real-time
packet forwarding paths even if the EDF algorithm is used. For-
mally,

PROPOSITION 2. If routed along a path whose probabilistic de-

lay bound computed via the FCFS-based MTE method is less than

the relative deadline of a packet, the packet will reach its desti-

nation before its deadline even if the EDF algorithm is used for

intra-node transmission scheduling.

(Interested readers can find the proof in [33].)

4. MULTI-TIMESCALE ADAPTATION

FOR REAL-TIME ROUTING
Real-time routing is subject to dynamics and uncertainties at

multiple timescales. At a longer timescale, link properties such as
ETX (i.e., expected-number-transmissions to successfully deliver
a packet) vary as a result of changing environmental conditions
(e.g., temperature); at a shorter timescale, data transmission delay
varies on a per-packet basis, and bursty traffic may introduce sud-
den changes to network conditions. Robust system design usually
requires adaptation to dynamics at the same or shorter timescales
of the dynamics themselves. Yet we have found that, due to the
highly-varying nature of path delays, routing using delay-based
metrics can introduce large estimation errors and lead to routing in-
stability as well as low performance [49]. To ensure long-term sta-
bility and optimality while addressing short-term dynamics at the

same time, we propose a multi-timescale adaptation (MTA) frame-
work for real-time routing as follows.

At lower frequencies, a directed-acyclic-graph (DAG) is main-
tained for data forwarding, and any path within the DAG is a candi-
date path for packet delivery. Given that link/path ETX reflects net-
work throughput, data delivery reliability, and the overall trend of
data delivery delay [13, 15], and that ETX-based routing structures
tend to be stable even if ETX is dynamic [48], we propose to main-
tain the data forwarding DAG based on link and path ETX such
that the DAG reflects long-term system optimality and changes rel-
atively slowly compared with delay variation. More specifically,
there is a directed edge from node vi to v′

i in the DAG if and only
if the minimum path ETX from v′

i to the destination v′

0 is less than
that from vi to v′

0. The DAG defines, for each node vi, a set of
forwarder candidates R(vi) where v′

i ∈ R(vi) if and only if link
〈vi, v

′

i〉 belongs to the DAG.
At higher frequencies, the spatiotemporal flow of packets within

the data forwarding DAG is adaptively controlled to ensure reliable,
real-time data delivery in the presence of short-timescale dynamics
such as transient packet losses and per-packet variations of link de-
lay. More specifically, each packet contains information about the
remaining time to deadline, denoted by L, and the required real-
time guarantee probability q. When the packet reaches a node vi,
vi first finds the set of forwarder candidates within the DAG, de-
noted by R′(vi, L, q), that can ensure the real-time requirements L

and q; then vi sets the next-hop node of the packet as the node of
the smallest path ETX to v′

0 among all the nodes in R′(vi, L, q),
and vi puts the packet in the transmission queue. Queued packets
are then scheduled for transmission using the earliest-deadline-first
(EDF) algorithm.

Using the above approach, packets are always routed along the
minimum-ETX path that satisfies the real-time data delivery re-
quirement. In the presence of heavy traffic load that induces queue-
ing, this real-time forwarding mechanism creates the water-filling
effect as follows: packets are delivered to the minimum-ETX path
until the path cannot ensure the required timeliness of data delivery
(e.g., due to queueing), at which point the forthcoming packets are
delivered to the path with the second-minimum-ETX, and so on;
once the delay along paths of less ETX decreases (e.g., due to re-
duced queueing), more packets will be delivered to those paths to
fill them up. This process repeats at the same timescale of packet
arrival process, and it enables real-time data delivery while ensur-
ing as small ETX in data delivery as possible. Unlike traditional
delay-based routing that may lead to instability and low perfor-
mance, this quick adaptation of spatial packet flow is enabled by
1) the MTE method of accurate, agile estimation of probabilistic
path delay bound at the same timescale of the changes in path de-
lay distribution and by 2) the overall stability of spatial packet flow
along the data forwarding DAG.

Due to the limitation of space, we delegate the system architec-
ture and the implementation strategies for the MTA framework to
[33].

5. MEASUREMENT EVALUATION

5.1 Methodology
Protocols. We have implemented the MTA framework (including
the MTE method) in TinyOS. To understand the design decisions
of MTA, we have comparatively studied MTA with its variants;
due to the limitation of space, we delegate the detailed discussions
to [33]. Towards understanding the benefits of MTA, we also
comparatively study MTA with the following existing protocols:



• MCMP: a multi-path QoS routing protocol where end-to-end
QoS requirements on reliability and timeliness are uniformly
divided into per-hop reliability and timeliness requirements,
upon which a node chooses the minimum number of next-
hops to satisfy the per-hop requirements in data delivery [25];

• MM: the geographic routing protocol MMSPEED [19] that
routes and schedules packet transmissions based on nodes’
distances to destinations, packet delivery deadlines, and
mean link delays; MMSPEED also tries to improve packet
delivery reliability by transmitting packets along multiple
paths; (Note: we denote MMSPEED as MM for the read-
ability of figures to be presented in the next subsection.)

• MM-CD: same as MMSPEED but, instead of using the mean
link delay, uses a conservative estimate of link delay that
equals the sum of the mean delay and three times the stan-
dard deviation of the delay;

• SDRCS: similar to MMSPEED but, instead of using geo-
graphic distance, uses data-forwarding hop-count as the mea-
sure of distance, where the hop-count is computed based on
received-signal-strength (RSS) between nodes [44]; data for-
warding is through receiver contention similar to that in op-
portunistic routing;

• CTP : a ETX-based non-real-time routing protocol in
TinyOS [20].

(Note: for MM and MM-CD which use node locations, we manu-
ally configured each node with the correct location in our TinyOS
programs.)

Traffic & real-time requirements. We use all periodic and event
traffic discussed in Section 2. In our experiments, we use 90%
as the required real-time guarantee probability by default, but we
have also experimented with the real-time guarantee probability of
99% and observed similar phenomena [33]. For differentiating
the performance of different protocols, the deadline for each traffic
scenario is chosen so that it is neither too stringent (that no pro-
tocol can support) nor too loose (that all protocols can support).
In NetEye, the deadlines for light, medium, and heavy traffic are
250ms, 2 seconds, and 7.5 seconds respectively, and the deadline
for event traffic is 10 seconds. In Indriya, the deadlines for periodic
and event traffic are 2 seconds and 2.5 seconds respectively.

Due to the limitation of space, here we only present results for
medium periodic traffic in NetEye and Indriya. Similar phenomena
have been observed for other traffic scenarios; interested readers
can find them in [33]. We have also experimented with networks
of lower connectivity and have observed similar phenomena [33].

Metrics. For each combination of protocol, testbed, and traffic
scenario, we run it for 10 times and evaluate protocol performance
in terms of the following metrics:

• Deadline success ratio (DSR): ratio of packets delivered to
the sink before their deadlines;

• Packet delivery ratio (PDR): ratio of packets delivered to the
sink;

• Number of transmissions per packet delivered (NTX): total
number of transmissions, including retransmissions, divided
by the number of unique packets delivered to the sink.

To understand protocol behavior in more detail, we also analyze the
different causes for a packet to miss its deadline:

• Overflow: packet discarded due to node queue overflow;

• Transmission failure: a packet not delivered to the next hop
even after the maximum number of retransmissions at a node;

• Rejection: no candidate path can ensure the required real-
time delivery guarantee (i.e., deadline and probability) of a
packet;

• Expiration: deadline expired before the packet reaches the
sink, whether or not the packet is delivered to the sink.

5.2 Measurement results

NetEye. For periodic medium traffic in NetEye, Figures 12, 13,
14, and 15 show the deadline success ratio, packet delivery ratio,
transmission cost, and packet delivery status respectively. We
see that MTA always ensures the required real-time delivery per-
formance, and the median deadline success ratio in MTA is 76%,
89%, 86%, 11%, and 38% higher than that in MCMP, MM, MM-
CD, SDRCS, CTP respectively. The median number of transmis-
sions per packet delivered in MTA is less than that in MCMP, MM,
MM-CD, SDRCS, CTP by a factor of 3.7, 9.7, 6.5, 1.2, and 1.2
respectively.

One reason why the deadline success ratio in MCMP, MM, and
MM-CD is very low is because a large fraction of packets are lost
due to queue overflow as can be seen in Figure 15. They all try
to use multiple paths to ensure data delivery reliability: at the
sources, multiple copies of a packet can be sent; at the next hop,
each of these copies can be multiplied again, and so on. This multi-
path routing mechanism can lead to exponentially increasing num-
ber of copies of a packet, thus causing severe queue overflow and
large transmission cost as shown in Figures 15 and 14 respectively.
SDRCS does not have this problem because it does not use multi-
path routing, instead it uses a data forwarding mechanism similar
to opportunistic routing.

Another reason why MCMP, MM, MM-CD, and SDRCS do not
perform well is because, by evenly dividing end-to-end QoS re-
quirements into per-hop requirements, they implicitly assume that
network conditions are uniform across the network which is usu-
ally not the case. Among these protocols, the negative impact of
this assumption is relatively less severe in SDRCS because it uses
signal strength as the basis of measuring forwarding distances and
signal strength is a better metric for measuring wireless link quality
than geographic distance. MTA does not have this problem because
MTE enables accurate, agile estimation of end-to-end delay quan-
tiles without assuming uniform network conditions. A third reason
for the low performance of MM, MM-CD, and SDRCS is because
they only consider mean delays instead of the probabilistic distri-
butions of delays.

Compared with MTA, CTP has higher packet delivery ratio, but
CTP only enables a median deadline success ratio of 56% which
is lower than the real-time gurantee probability of 90% and much
lower than the 93% probability guarantee by MTA. This is because
CTP only considers path ETX in routing, and it is delay-unaware.
Even if a low-ETX path is experiencing large delay due to queue-
ing, CTP still uses the path, thus leading to large data delivery de-
lay and deadline miss. Through accurate, agile estimation of path
delay via MTE, in contrast, MTA can switch to a less congested
path whenever it detects the inability of the current low-ETX path
to deliver packets before their deadlines, creating the water-filling
effect as we have discussed in Section 4. For instance, Figure 5.2
shows the histogram of the ETX of the paths taken by all the pack-
ets. We see that MTA tends to use paths of lower-ETX with higher
probability, even though the minimum-ETX path will not always
be used with the highest probability (e.g., when the capacity of the
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Figure 12: Deadline success ra-
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Figure 13: Packet delivery ra-
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Figure 17: Deadline success ra-

tio: MTA and existing protocols

in Indriya
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Figure 18: Packet delivery ra-

tio: MTA and existing protocols

in Indriya
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minimum-ETX path is reduced due to the shared path segments
with other paths).

Indriya. Figures 17, 18, 19, and 20 show the deadline success
ratio, packet delivery ratio, transmission cost, and packet delivery
status for periodic traffic in Indriya respectively. The overall rela-
tive behavior between protocols is similar to that in NetEye, but the
performance of MM, MM-CD, and SDRCS become much worse
compared with MTA. MTA still ensures real-time data delivery,
but MM and MM-CD can hardly deliver any packet to the sink,
let alone delivering packets in time; the deadline success ratio in
SDRCS is also more than 72% less than that in MTA. One major
cause for this is that MM, MM-CD, and SDRCS implicitly assume
uniform network conditions while the degree of heterogeneity in
Indriya is significant and higher than that in NetEye. As a result
of the uniformity assumption, for instance, about 60% and 50% of
packets are rejected in MM and MM-CD respectively as shown in
Figure 20. Given a packet, more specifically, its deadline and the
distance from its source to the sink determines the required for-
warding speed for this packet. For the packet to reach the sink,

every single hop it traverses has to provide a speed no less than the
required speed. That is, if any intermediate hop cannot meet the
required speed, a packet is rejected. For MM and MM-CD, it only
takes about 3 or 4 hops to reach the sink from the sources in Net-
Eye, while it takes about 7 or 8 hops in Indriya, making packets
in Indriya more likely to be rejected. Note that there is significant
queue overflow in SDRCS because SDRCS happen to use low re-
liability links in Indriya which reduce the network throughput and
thus increase the queueing and queue overflow.

6. RELATED WORK
QoS routing has been well studied for the Internet [8, 11] and

wireless networks [18, 9, 10]. But most did not consider uncer-
tainties in link/path properties (e.g., delay). Link property uncer-
tainties were considered in [21] and [29], and it was shown that
the problem of checking probabilistically guaranteed path delays is
NP-hard [21]. Focusing on Internet QoS routing, these work as-
sumed link-state routing, and their solutions were not amenable to
light-weight, distance-vector-type implementation. Since link-state
routing is usually not suitable for dynamic, resource constrained
WSC networks where reliable network-wide link-state update it-
self is a challenging issue and where nodes may only have very
limited memory space (e.g., up to 4KB of RAM), the approaches
of [21] and [29] are not applicable to WSC networks.

Data delivery delay was also considered in wireless and sensor
network routing [19, 22, 25, 31, 45]; but they only tried to minimize
average path delay without ensuring probabilistic delay bounds [44,
19, 22, 31, 45], they did not consider the probabilistic nature of
link/path delays [37], they were based on geographic forwarding
without addressing network non-uniformity and wireless commu-
nication irregularity [22, 19], or they uniformly partitioned multi-
hop QoS requirements (e.g., reliability and timeliness) along the



links of a path without considering network non-uniformity [44,
25]. Huang et al. [25] used Chebyshev Inequality in single-hop
real-time satisfiability testing, but they did not address the chal-
lenges of accurate, agile estimation of multi-hop probabilistic delay
bounds, and they did not comparatively study Chebyshev Inequal-
ity with other well-known probability inequalities. Liu et al. [34]
proposed the pseudo-polynomial time algorithm optimal-partition-
minimum-delay (OPMD) for upper-bounding probabilistic path de-
lays, but, as we have shown in Section 3, the bound of the OPMD
algorithm is quite loose for multi-hop paths.

Multi-timescale adaptation has been considered in Internet traffic
engineering [7, 28]. Focusing on load balancing, these work did not
consider QoS assurance. Liu et al. [34] also studied multi-timescale
adaptation in routing, but they used the OPMD method to estimate
probabilistic delay bounds which are significantly looser than the
bound identified through our MTE method, thus leading to real-
time capacity loss. The IETF ROLL working group [26] consid-
ered building routing trees based on directed-acyclic-graphs (DAG)
for low-power wireless networks. Serving as a general reference
framework, the ROLL routing proposal did not consider specific
optimization methods (e.g., for real-time guarantees). For stable
data delivery reliability, Lin et al. [32] proposed to route data based
on long-term link properties and to address transient perturbations
using power and retransmission control; they focused on data de-
livery reliability instead of real-time, thus they did not consider the
challenges of dynamic, uncertain link/path delays in real-time rout-
ing.

The WirelessHART [43] and the ISA SP100.11a [39] standards
have been recently proposed for wireless networking in industrial
process measurement and control. They mostly focus on high-level
system frameworks instead of specific algorithms in real-time rout-
ing. In the literature of real-time wireless networking, techniques
such as power control [12] as well as joint routing and scheduling
[37] have been studied; energy-efficiency [16] has also been con-
sidered too. Orthogonal to these studies, our study here has focused
on addressing the challenges that dynamic, uncertain link/path de-
lays pose to two basic elements of real-time routing, i.e., determin-
ing probabilistic path delays and addressing instability in delay-
adaptive routing. Integrating our results with those work will be
an interesting research avenue to pursue, but detailed study of it is
beyond the scope of this paper.

7. CONCLUDING REMARKS
For addressing the challenges of highly-varying path delays to

distributed estimation of path delay quantiles, we have proposed
the MTE method that leverages the stability of packet-time distri-
bution and the quick diffusion of path delay statistics (i.e., mean
and variance) to accurately estimate probabilistic path delay bounds
in an agile manner. Based on accurate, agile characterization of
path delays using MTE, our MTA routing framework enables the
stability and optimality of data forwarding while adapting to fast-
changing network queueing and delay. Through extensive mea-
surement study in both the NetEye and the Indriya wireless sensor
network testbeds, we have shown that MTE/MTA-based routing
ensures efficient, real-time data delivery, and it significantly out-
performs existing real-time routing protocols. We have mainly fo-
cused on real-time spatial flow control in this study, even though
we have experimentally analyzed the benefits of using EDF instead
of FCFS in intra-node scheduling; how to control temporal packet
flow between neighbors and across the network and how to jointly
optimize the spatial and temporal packet flow will be an important
area to explore, where the MTE method and the MTA framework
are expected to serve as basic systems building-blocks. The tech-

nique of leveraging different timescales of dynamics in protocol
design may well be of generic interest to wireless networking in
dynamic, uncertain environments too.
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