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ABSTRACT

Messaging is a basic service in sensornets. Yet the unique system and application prop-

erties of sensornets pose substantial challenges for the messaging design: Firstly, dynamic

wireless links, constrained resources, and application diversity challenge the architecture

and protocol design of sensornet messaging; Secondly, complex faults and large system

scale introduce new challenges to the design of fault-tolerant protocols. The objective of

this dissertation is to address the aforementioned challenges of sensornet messaging.

Despite the extensive effort in studying sensornet messaging, the lack of a basic un-

derstanding of its essential components has been an obstacle for reliable, efficient, and

reusable messaging services in sensornets. To address this problem, one task of this dis-

sertation is to identify the basic components of sensornet messaging and to study the re-

lated algorithmic design issues. More specifically, we propose the messaging architecture

SMA that consists of three components: traffic-adaptive link estimation and routing (TLR),

application-adaptive structuring (AST), and application-adaptive scheduling (ASC). TLR

deals with dynamic wireless links as well as the impact of application traffic patterns on

link dynamics; AST and ASC control the spatial and temporal flow of data packets to

support application-specific in-network processing and QoS requirements. To provide an

instance of the component TLR, we propose the routing protocol Learn on the Fly (LOF).

LOF solves the problem of precisely estimating wireless link properties in the presence

of varying network conditions. Having instantiated the foundational component TLR,
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we study component ASC from the perspective of in-network processing and QoS pro-

visioning respectively. Taking packet packing as an example of in-network processing,

we study the problem of scheduling packet transmissions to improve messaging efficiency

(e.g., the degree of in-network aggregation). For the basic problem of reliable and real-time

data transport in event-detection sensornets, we propose the protocol Reliable Bursty Con-

vergecast (RBC) that innovates the window-less block acknowledgment scheme and the

retransmission-aware differentiated contention control mechanism. Even though detailed

study of AST is still a part of our future work, the architecture SMA provides a framework

for sensornet messaging, and the study of components TLR and ASC provides the algorith-

mic references for instantiating SMA. This part of the dissertation work has also provided

dependable messaging services for several real-world sensornet systems.

The second part of the dissertation addresses the challenges that complex faults and

large system scale bring to the design of fault-tolerant protocols. For scalable dependability

irrespective of fault complexity and system scale, we propose the concept of local stabi-

lization. In a locally-stabilizing system, fault impact is locally contained around where the

fault has occurred, and the time taken for the system to stabilize depends only on the size

of the fault-perturbed region instead of the system size. For shortest path routing, a basic

problem in messaging, we propose a locally-stabilizing protocol LSRP. Upon starting at an

arbitrary state where the perturbation size is p, LSRP stabilizes to yield shortest path routes

within O(p) time, and the nodes affected by the perturbation are within O(p) distance from

the perturbed regions. The concept of local stabilization and the algorithmic approach of

LSRP are generically applicable to other networking and distributed computing problems.
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CHAPTER 1

INTRODUCTION

1.1 Messaging: a challenge problem in sensornets

In wireless sensor networks, which we refer to as sensornets hereafter, each node usu-

ally has limited capability in sensing, computing, and control. Therefore, nodes in sen-

sornets coordinate with one another to perform tasks such as event detection and data col-

lection [11]. Since nodes are spatially distributed, message passing is the basic enabler of

node coordination in sensornets. This dissertation deals with the sensornet system services

that are responsible for message passing; these services include consideration of routing

and transport issues and we refer to them as the messaging services.

Despite the fact that messaging has been extensively studied for decades in traditional

networks such as the Internet, the unique system and application properties of sensornets

bring substantial challenges to the design of messaging services. Among others, the salient

properties of sensornets and accordingly the challenges to sensornet messaging design are

as follows:

• Dynamic and potentially unreliable wireless links: Unlike in wireline networks such

as the Internet, wireless communication is subject to the impact of a variety of factors

such as fading, multi-path, environmental noise, and co-channel interference. Thus
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wireless link properties (e.g., packet delivery rate) are dynamic and assume complex

spatial and temporal patterns [102, 107]. For instance, Figure 1.1 shows how link
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Figure 1.1: Scatter plot of broadcast packet delivery rate in Kansei [13]. There are 300
data points for each distance, with each data points representing the status of 100 broadcast
transmissions. (Interested readers can find more detailed discussion of the experimentation
environment in Section 3.2.)

reliability (i.e., packet delivery rate) changes with the transmitter-receiver distance

in the sensornet testbed Kansei [13]. We see that link reliability tends to decrease

as distance increases, but there exists a complex transition region (e.g., for distances

between 2.74 meters and 12.8 meters) where link reliability may well increase as

distance increases. For each specific link, its reliability also varies temporally. For

instance, Figure 1.2 shows the time series of the packet delivery rates for a link corre-

sponding to the 5.5-meter transmitter-receiver distance. We see that, even though the

average link reliability is more than 85%, the temporal variation is significant, for in-

stance, close to 20%. Similar phenonmena have been observed in other environments

such as outdoor forested areas [106, 102] and urban environments [10].
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Figure 1.2: Time series of packet delivery rates of the link that corresponds to the 5.5-meter
transmitter-receiver distance

Therefore, wireless communication poses the challenge of guaranteeing reliable

messaging in the presence of dynamic and potentially unreliable wireless links.

• Constrained resources: Unlike devices in traditional networks, sensor nodes tend

to be constrained in resources such as memory, CPU processing power, wireless

channel bandwidth, and energy supply. For instance, the Tmote Sky sensor node

[6] only has 10KB of RAM, 48KB of ROM, a 8MHz CPU, a radio of bandwidth

250Kbps, and two AA batteries as the energy supply. The resource constraints not

only require network protocols to be of light-weight, they make it desirable is to

break the traditional end-to-end network architecture [26] and to process information

in the network, especially from the perspective of energy efficiency due to the high

energy consumption in wireless communications. Messaging determines to a great

extent the spatial and temporal flow of network traffic, thus it plays a significant

role in affecting the degree of in-network processing achievable and thus the energy

efficiency in sensornets.
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Therefore, resource constraints challenge sensornet messaging not only in terms of

light-weight protocol design but also in terms of breaking the traditional network

architecture and facilitating in-network processing.

• Application diversity: With their unique capabilities in observing and controlling

the physical world, sensornets have a broad range of potential applications in science

(e.g., ecology and seismology), engineering (e.g., industrial control and precision

agriculture), and our daily life (e.g., traffic control and health care). Due to the broad

application domains, sensornet systems tend to differ in many ways including their

traffic patterns and quality of service (QoS) requirements. For instance, in data-

collection systems such as those for ecological study, application data are usually

generated periodically, and the applications can tolerate certain degree of loss and

delay in data delivery; yet in emergency-detection systems such as those for indus-

trial control, data are generated only when rare and emergent events occur, but the

data need to be delivered reliably and in real time. The implications of application

diversity for messaging include:

– Application traffic affects wireless link properties due to interference among

simultaneous transmissions. This impact can vary significantly across diverse

traffic patterns [102].

– Different requirements of QoS and in-network processing pose different con-

straints on the spatial and temporal flow of application data [103].

– Messaging services that are custom-designed for one application can be unsuit-

able for another, as is evidenced by a study of Zhang et al [4].
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– It is desirable that message services accommodate diverse QoS and in-network

processing requirements.

Therefore, diversity in applications poses the challenge of designing messaging ser-

vices that self-adapt to application properties.

• Complex faults and large system scale: During the past years of field deployments

of sensornet systems, we have observed a variety of faults, from the simple ones such

as node or link failure to more complex ones such as state corruption and system sig-

nal loss [19]. We have also seen that sensornet systems tend to be of large scale

(e.g., in terms of the number of nodes deployed) given the limited capability of each

individual node. As network scales up, the overall probability of fault occurrence in-

creases. Moreover, faults occurring at a small region can propagate unboundedly and

affect a lot of nodes in the network, thus degenerating the stability and availability of

the system.

Therefore, the challenge here is how to guarantee network dependability irrespective

of system scale and fault complexity.

In summary, the basic challenges of sensornet messaging are twofold:

• Firstly, how to provide reliable and efficient messaging despite complex dynam-

ics of wireless communication, constrained resources, and application diversity?

• Secondly, how to guarantee scalable dependability irrespective of system scale

and fault complexity?

This dissertation answers questions related to the above two problems.
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1.2 Contributions of the dissertation

For reliable and efficient messaging despite dynamic wireless links, constrained re-

sources, and application diversity, the dissertation addresses the architectural and algorith-

mic issues as follows:

• [Architecture.] To build the framework for reliable, efficient, and reusable messag-

ing in sensornets, we propose the Sensornet Messaging Architecture (SMA) [103]

which decomposes the messaging task via two levels of abstraction:

– At the lower level, we identify the component traffic-adaptive link estima-

tion and routing (TLR) that is responsible for precisely estimating wireless

link properties (e.g., reliability) according to application data traffic patterns.

TLR constructs a reliable and efficient messaging structure for data packet flow,

based on which other high-level logics for further enhancing messaging reliabil-

ity and efficiency can be applied. TLR is generic to all sensornet applications

and can be performed automatically without any explicit input from applica-

tions.

– At the higher level, we identify the components application-adaptive structur-

ing (AST) and application-adaptive scheduling (ASC) that control the spatial

and temporal flow of data packets to facilitate functionalities (e.g., in-network

processing and transport control) that are tightly coupled with applications.

AST and ASC incorporate application-specific properties (e.g., methods of in-

network processing and application QoS requirements) in forming messaging

structures and in scheduling packet transmissions respectively, to improve the

reliability and efficiency of sensornet messaging.

6



SMA provides the guidelines for composing sensornet messaging services and for

designing the individual messaging components.

• [Link estimation & routing.] To build the basic structure for reliable and efficient

messaging, and to provide an instantiation of the TLR component of SMA, we pro-

pose the routing protocol Learn on the Fly (LOF) [102]. LOF estimates link quality

based on data transmissions, and it chooses routes by way of a locally measurable

metric ELD, the expected MAC latency per unit-distance to the destination. In ad-

dressing the challenge of data-driven link estimation to routing protocol design, i.e.,

uneven link sampling where a used link is continuously sampled yet an unused link

never gets sampled, LOF uses the technique of exploratory neighbor sampling where

every alternative link (or route) is sampled with controlled probability and frequency.

Using an event traffic trace from the field sensornet of ExScal [12], we experimen-

tally evaluate the design and the performance of LOF in a testbed of 195 Stargates

[1] with 802.11b radios (which are usually used in sensornet backbones). We also

compare the performance of LOF with that of existing protocols, represented by the

geography-unaware ETX [27, 95] and the geography-based PRD [83]. We find that

LOF reduces end-to-end MAC latency, reduces energy consumption in packet deliv-

ery, and improves route stability. Besides bursty event traffic, we evaluate LOF in the

case of periodic traffic, and we find that LOF outperforms existing protocols in that

case too. The results corroborate the feasibility as well as the benefits of data-driven

link estimation and routing.

• [Packing-oriented scheduling.] To understand the algorithmic issues in application-

adaptive scheduling and to provide an instantiation of the ASC component of SMA,
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we study the ASC component in detail by taking packet packing (i.e., aggregating

shorter packets into longer ones) as an example of in-networking processing [103].

We propose to schedule packet transmissions so that the utility of a transmission

(e.g., degree of in-network aggregation) is maximized. To this end. we propose a

distributed algorithm in which a node dynamically estimates the potential utility of

transmitting a packet and decides when to transmit so that the utility is maximized

while satisfying certain end-to-end timeliness guarantees on data delivery. This algo-

rithmic framework is generically applicable to other in-networking processing meth-

ods.

We evaluate our design via both simulation and experimentation with Tmote Sky

sensor nodes. We find that our approach significantly improves energy efficiency and

messaging reliability. For instance, the energy efficiency is improved by a factor up

to 3.22, and the reliability is improved by 12.92%.

• [Reliable & real-time data transport.] Besides facilitating in-network process-

ing, another important role of the ASC component is to support the application QoS

requirements such as reliability and timeliness in data delivery. In the context of

event-detection applications, we propose the protocol Reliable Bursty Convergecast

(RBC) for reliable and real-time data transport in sensornets [100].

We study the limitations of two commonly used hop-by-hop packet recovery schemes

in bursty convergecast. We discover that the lack of retransmission scheduling in

both schemes makes retransmission-based packet recovery ineffective in the case of

bursty convergecast. Moreover, in-order packet delivery makes the communication

channel under-utilized in the presence of packet- and ack-loss.
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To address the challenges, we design protocol RBC (for Reliable Bursty Converge-

cast). Taking advantage of the unique sensor network models, RBC features the

following mechanisms:

– To improve channel utilization, RBC uses a window-less block acknowledg-

ment scheme that enables continuous packet forwarding in the presence of

packet- and ack-loss. The block acknowledgment also reduces the probabil-

ity of ack-loss, by replicating the acknowledgment for a received packet.

– To ameliorate retransmission-incurred channel contention, RBC introduces dif-

ferentiated contention control, which ranks nodes by their queuing conditions

as well as the number of times that the enqueued packets have been transmitted.

A node ranked the highest within its neighborhood accesses the channel first.

In addition, we design techniques that address the challenges of timer-based retrans-

mission control in bursty convergecast:

– To deal with continuously changing ack-delay, RBC uses adaptive retransmis-

sion timer which adjusts itself as network state changes.

– To reduce delay in timer-based retransmission and to expedite retransmission of

lost packets, RBC uses block-NACK, retransmission timer reset, and channel

utilization protection.

We evaluate RBC by experimenting with an outdoor testbed of 49 MICA2 motes

and with realistic traffic trace from the field sensor network of Lites. Our exper-

imental results show that, compared with a commonly used implicit-ack scheme,

RBC increases the packet delivery ratio by a factor of 2.05 and reduces the packet
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delivery delay by a factor of 10.91. Moreover, RBC achieves a goodput of 6.37 pack-

ets/second for the traffic trace of Lites, almost reaching the optimal goodput — 6.66

packets/second — for the trace.

In addition to addressing the challenges of wireless communication, resource con-

straints, and application diversity, we also address the following foundational and algo-

rithmic issues for scalable dependability in sensornet messaging:

• [Local stabilization.] For scalable dependability in large scale dynamic sensor-

nets, it is desirable that faults be contained locally around where they have occurred,

and that the time taken for a system to stabilize be a function F of the size of the

fault-perturbed regions instead of the size of the system. We call this property F -

local stabilization. To characterize the properties of locally stabilizing systems, we

formulate the concepts of perturbation size, F -local stabilization, and range of con-

tamination [15]. These concepts take into account the minimum amount of work

required for systems to stabilize and are generically applicable to networking as well

as distributed computing problems.

• [Locally-stabilizing routing.] For shortest path routing, a basic problem in mes-

saging, we design a locally-stabilizing protocol LSRP (for Locally Stabilizing short-

est path Routing Protocol) [15]. LSRP achieves local stabilization via two tech-

niques. Firstly, it layers system computation into three diffusing waves each hav-

ing a different propagation speed, i.e., “stabilization wave” with the lowest speed,

“containment wave” with intermediate speed, and “super-containment wave” with

the highest speed. The containment wave contains the mistakenly initiated stabiliza-

tion wave, the super-containment wave contains the mistakenly initiated containment
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wave, and the super-containment wave self-stabilizes itself locally. Secondly, LSRP

avoids forming loops during stabilization, and it removes all transient loops within

small constant time.

Upon starting at an arbitrary state where the perturbation size is p, LSRP stabilizes to

yield shortest path routes within O(p) time, and the nodes affected by the perturbation

are within O(p) distance from the perturbed regions. Given two (or more) perturbed

regions, LSRP stabilizes each region independently of and concurrently with the

other(s) if the half distance between the regions is ω(p′), where p′ is the size of the

largest perturbed region. Moreover, LSRP not only guarantees loop-freedom during

stabilization, it also removes any existing loop (which is created by a fault) within

constant time irrespective of the loop length. To the best of our knowledge, LSRP is

the first protocol that achieves local stabilization in shortest path routing.

Besides analysis and simulation, most algorithms proposed in the dissertation have been

implemented and have provided dependable messaging services for real-world sensornet

systems such as A Line in the Sand [14], ExScal [12], and MUSE [80].

1.3 Organization of the dissertation

The rest of this dissertation is organized as follows. We present the sensornet messaging

architecture SMA in Chapter 2, followed by the discussion of the individual components of

SMA from Chapter 3 to Chapter 5. More specifically, we discuss data-driven link estima-

tion and routing in sensornets in Chapter 3, we discuss application-adaptive scheduling in

Chapter 4, and we present the protocol for reliable and real-time data transport in Chapter 5.
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For scalable dependability in messaging, we present the concept and protocol for locally-

stabilizing shortest path routing in Chapter 6. We discuss related work in Chapter 7, and

we make concluding remarks in Chapter 8.
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CHAPTER 2

SENSORNET MESSAGING ARCHITECTURE

To deal with the complex dynamics of wireless communication and to support diversi-

fied applications in a scalable manner, it is desirable to have a unified messaging architec-

ture that identifies the common components as well as their interactions [103]. To this end,

we first review the basic functions of sensornet messaging, based upon which we identify

the common messaging components and design the messaging architecture SMA.

2.1 Basic components of sensornet messaging

As in the case for the Internet, the objective of messaging in sensornets is to deliver data

from their sources to their destinations. To this end, the basic tasks of messaging are, given

certain QoS constraints (e.g., reliability and latency) on data delivery, choose the route(s)

from every source to the corresponding destination(s) and schedule packet flow along the

route(s). As we argued before, unlike wired networks, the design of messaging in sensor-

nets is challenging as a result of wireless communication dynamics, resource constraints,

and application diversity.

Given the complex dynamics of sensornet wireless links, a key component of sensornet

messaging is precisely estimating wireless link properties and then finding routes of high

quality links to deliver data traffic. Given that data traffic pattern affects wireless link
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properties due to interference among simultaneous transmissions [102], link estimation

and routing should be able to take into account the impact of application data traffic, and

we call this basic messaging component traffic-adaptive link estimation and routing (TLR).

With the basic communication structure provided by the TLR component, another im-

portant task of messaging is to adapt the structure and data transmission schedules accord-

ing to application properties such as in-network processing and QoS requirements. Given

the resource constraints in sensornets, application data may be processed in the network

before it reaches the final destination to improve resource utilization (e.g., to save energy

and to reduce data traffic load). For instance, data arriving from different sources may be

compressed at an intermediate node before it is forwarded further. Given that messaging de-

termines the spatial and temporal flow of application data and that data items from different

sources can be processed together only if they meet somewhere in the network, messaging

significantly affects the degree of processing achievable in the network [103, 34]. It is there-

fore desirable that messaging consider in-network processing when deciding how to form

the messaging structure and how to schedule data transmissions. In addition, messaging

should also consider application QoS requirements (e.g., reliability and latency in packet

delivery), because messaging structure and transmission schedule determine the QoS ex-

perienced by application traffic [54, 90, 47]. In-network processing and QoS requirements

tend to be tightly coupled with applications, thus we call the structuring and scheduling

in messaging application-adaptive structuring (AST) and application-adaptive scheduling

(ASC) respectively.
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2.2 SMA: an architecture for sensornet messaging

The messaging components discussed in the previous section are coupled with wireless

communication and applications in different ways and at different degrees, thus we adopt

two levels of abstraction in designing the architecture for sensornet messaging. The archi-

tecture, SMA (for Sensornet Messaging Architecture), is shown in Figure 2.1. At the lower

Application-adaptive

structuring (AST)


Application-adaptive

scheduling (ASC)


Link layer  (including MAC)


Traffic-adaptive link estimation

and routing (TLR)


Application


Physical layer


Figure 2.1: SMA: a sensornet messaging architecture

level, traffic-adaptive link estimation and routing (TLR) interacts directly with the link

layer to estimate link properties and to form the basic routing structure in a traffic-adaptive

manner. TLR can be performed without explicit input from applications, and TLR does not

directly interface with applications. At the higher level, both application-adaptive structur-

ing (AST) and application-adaptive scheduling (ASC) need input from applications, thus

AST and ASC interface directly with applications. Besides interacting with TLR, AST and

ASC may need to directly interact with link layer to perform tasks such as adjusting radio

transmission power level and fetching link-layer acknowledgment to a packet transmis-

sion.In the architecture, the link and physical layers support higher-layer messaging tasks
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(i.e., TLR, AST, and ASC) by providing the capability of communication within one-hop

neighborhoods.

In what follows, we elaborate on the individual components of SMA.

2.2.1 TLR: traffic-adaptive link estimation and routing

To estimate wireless link properties, one approach is to use beacon packets as the ba-

sis of link estimation. That is, neighbors exchange broadcast beacons, and they estimate

broadcast link properties based on the quality of receiving one another’s beacons (e.g., the

ratio of beacons successfully received, or the RSSI/LQI of packet reception); then, neigh-

bors estimate unicast link properties based on those of beacon broadcast, since data are

usually transmitted via unicast. This approach of beacon-based link estimation has been

used in several routing protocols including ETX [95, 27].

We find that there are two major drawbacks of beacon-based link estimation. Firstly, it

is hard to build high-fidelity models for temporal correlations in link properties [93, 91, 55],

thus most existing routing protocols do not consider temporal link properties and assume

instead independent bit error or packet loss. Consequently, significant estimation error can

be incurred, as we show in [102]. Secondly, even if we could precisely estimate unicast

link properties, the estimated values may only reflect unicast properties in the absence —

instead of the presence— of data traffic, which matters since the network traffic affects link

properties due to interference. This is especially the case in event-detection applications,

where events are usually rare (e.g., one event per day) and tend to last only for a short

time at each network location (e.g., less than 20 seconds). Therefore, beacon-based link

estimation cannot precisely estimate link properties in a traffic-adaptive manner.
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To address the limitations of beacon-based link estimation, Zhang et al [102] propose

the LOF routing protocol (for Learn on the Fly) that estimates unicast link properties via

MAC feedback1 for data transmissions themselves without using beacons. Since MAC

feedback reflects in-situ the network condition in the presence of application traffic, link

estimation in LOF is traffic-adaptive. LOF also addresses the challenges of data-driven

link estimation to routing protocol design, such as uneven link sampling (i.e., the quality

of a link is not sampled unless the link is used in data forwarding). It has been shown that,

compared with beacon-based link estimation and routing, LOF improves both the reliability

and energy efficiency in data delivery. More importantly, LOF quickly adapts to changing

traffic patterns, and this is achieved without any explicit input from applications.

The TLR component provides the basic service of automatically adapting link estima-

tion and routing structure to application traffic patterns. TLR also exposes its knowledge

of link and route properties (such as end-to-end packet delivery latency) to higher level

components AST and ASC, so that AST and ASC can optimize the degree of in-network

processing while providing the required QoS in delivering individual pieces of application

data.

2.2.2 AST: application-adaptive structuring

One example of application-adaptive structuring is to adjust messaging structure ac-

cording to application QoS requirements. For instance, radio transmission power level

determines the communication range of each node and the connectivity of a network. Ac-

cordingly, transmission power level affects the number of routing hops between any pairs

of source and destination and thus packet delivery latency. Transmission power level also

1The MAC feedback for a unicast transmission includes whether the transmission has succeeded and how
many times the packet has been retransmitted at the MAC layer.
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determines the interference range of packet transmissions, and thus it affects packet deliv-

ery reliability. Therefore, radio transmission power level (and thus messaging structure)

can be adapted to satisfy specific application QoS requirements, and Kawadia and Kumar

have studied this in [54].

Besides QoS-oriented structuring, another example of application-adaptive structuring

is to adjust messaging structure according to the opportunities of in-network processing.

Messaging structure determines how data flows spatially, and thus affects the degree of

in-network processing achievable. For instance, as shown in Figure 2.2(a), nodes 3 and 4
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Figure 2.2: Example of application-adaptive structuring

detect the same event simultaneously. But the detection packets generated by nodes 3 and

4 cannot be aggregated in the network, since they follow different routes to the destination

node 0. On the other hand, if node 4 can detect the correlation between its own packet and

that generated by node 3, node 4 can change its next-hop forwarder to node 1, as shown

in Figure 2.2(b). Then the packets generated by nodes 3 and 4 can meet at node 1, and be

aggregated before being forwarded to the destination node 0.
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In general, to improve the degree of in-network processing, a node should consider the

potential in-network processing achievable when choosing the next-hop forwarder. One

way to realize this objective is to adapt the existing routing metric. For each neighbor k, a

node j estimates the utility uj,k of forwarding packets to k, where the utility is defined as the

reduction in messaging cost (e.g., number of transmissions) if j’s packets are aggregated

with k’s packets. Then, if the cost of messaging via k without aggregation is cj,k, the

associated messaging cost c′j,k can be adjusted as follows (to reflect the utility of in-network

processing):

c′j,k = cj,k − uj,k

Accordingly, a neighbor with the lowest adjusted messaging cost is selected as the next-hop

forwarder.

Since QoS requirements and in-network processing vary from one application to an-

other, AST needs input from applications, and it needs to interface with applications di-

rectly.

2.2.3 ASC: application-adaptive scheduling

One example of application-adaptive scheduling is to schedule packet transmissions to

satisfy certain application QoS requirements. To improve packet delivery reliability, for in-

stance, lost packets can be retransmitted. But packet retransmission consumes energy, and

not every sensornet application needs 100% packet delivery rate. Therefore, the number of

retransmissions can be adapted to provide different end-to-end packet delivery rates while

minimizing the total number of packet transmissions [14]. To provide differentiated time-

liness guarantee on packet delivery latency, we can also introduce priority in transmission

scheduling such that urgent packets have high priority of being transmitted [100]. Similarly,
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data streams from different applications can be ranked so that transmission scheduling en-

sures differentiated end-to-end throughput to different applications [32].

Besides QoS-oriented scheduling, another example of application-adaptive scheduling

to schedule packet transmissions according to the opportunities of in-network processing.

Given a messaging structure formation, transmission scheduling determines how data flows

along the structure temporally and thus the degree of in-network processing achievable. To

give an example, let us look at Figure 2.3(a). A dupers node 4 detects an event earlier than

0


4


2
1


3
 5


(a) Before adapta-
tion

0


4


2
1


3
 5


held


(b) After adaptation

Figure 2.3: Example of application-adaptive scheduling

node 3 does. Then the detection packet from node 4 can reach node 1 earlier than the packet

from node 3. If node 1 immediately forwards the packet from node 4 after receiving it, then

the packet from node 4 cannot be aggregated with that from node 3, since the packet from

node 4 has already left node 1 when the packet from node 3 reaches node 1. On the other

hand, if node 1 is aware of the correlation between packets from nodes 3 and 4, then node 1

can hold the packet from 4 after receiving it (as shown in Figure 2.3(b)). Accordingly, the

packet from node 3 can meet that from node 4, and these packets can be aggregated before

being forwarded.
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In general, a node should consider both application QoS requirements and the potential

in-network processing when scheduling data transmissions, so that application QoS re-

quirements are better satisfied and the degree of in-network processing is improved. Given

that in-network processing and QoS requirements are application specific, ASC needs to

directly interface with applications.

Remark. It is desirable that the components TLR, AST, and ASC be deployed all together

to achieve the maximal network performance. That said, the three components can also

be deployed in an incremental manner while maintaining the benefits of each individual

component, as shown in [102] and [103].

2.3 Summary

To address the challenges of wireless communication, constrained resources, and ap-

plication diversity in sensornets, we propose the Sensornet Messaging Architecture (SMA)

in which we adopt two levels of abstraction:

• At the lower level, we identify the component traffic-adaptive link estimation and

routing (TLR) that is responsible for precisely estimating wireless link properties

(e.g., reliability) according to application data traffic patterns. TLR is generic to

all sensornet applications and can be performed automatically without explicit input

from applications.

• At the higher level, we identify the components application-adaptive structuring

(AST) and application-adaptive scheduling (ASC) to support functionalities (e.g.,

in-network processing and QoS) that are tightly coupled with applications. AST and
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ASC incorporate application-specific properties (e.g., methods of in-network pro-

cessing and QoS requirements) in forming messaging structures and in scheduling

packet transmissions respectively.

In the immediately following chapters of this dissertation, we first discuss the routing

protocol LOF, an instantiation of the component TLR, in Chapter 3. Then, we discuss the

ASC component from the perspective of in-network processing in Chapter 4, and from the

perspective of application QoS requirements in Chapter 5. Detailed study of AST is a part

of our future work.
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CHAPTER 3

DATA-DRIVEN LINK ESTIMATION AND ROUTING

In this chapter, we study in detail why and how to perform link estimation and routing

in a traffic-adaptive manner, and we present the routing protocol Learn on the Fly (LOF)

as an instantiation of the TLR component of SMA.

3.1 Motivation

As the quality of wireless links, for instance, packet delivery rate, varies both tempo-

rally and spatially in a complex manner [10, 56, 107], estimating link quality is an important

aspect of routing in wireless networks. To this end, peers exchange broadcast beacons pe-

riodically in existing routing protocols [27, 30, 31, 83, 95], and the measured quality of

broadcast acts as the basis of link estimation. Nonetheless, beacon-based link estimation

has several drawbacks:

• Firstly, link quality for broadcast beacons differs significantly from that for unicast

data, because broadcast beacons and unicast data differ in packet size, transmission

rate, and coordination method at the media-access-control (MAC) layer [22, 66].

Therefore, we have to estimate unicast link quality based on that of broadcast.

• It is, however, difficult to precisely estimate unicast link quality via that of broadcast,

because temporal correlations of link quality assume complex patterns [94] and are
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hard to model. As a result, existing routing protocols do not consider temporal link

properties in beacon-based estimation [27, 95]. Thus the link quality estimated us-

ing periodic beacon exchange may not accurately apply for unicast data, which can

negatively impact the performance of routing protocols.

• Even if we could precisely estimate unicast link quality based on that of broadcast,

beacon-based link estimation may not reflect in-situ network condition either. For

instance, a typical application of sensornets is to monitor an environment (be it an

agricultural field or a classified area) for events of interest to the users. Usually, the

events are rare. Yet when an event occurs, a large burst of data packets is often gen-

erated that needs to be routed reliably and in real-time to a base station [100]. In this

context, even if there were no discrepancy between the actual and the estimated link

quality using periodic beacon exchange, the estimates still tend to reflect link quality

in the absence, rather than in the presence, of bursty data traffic. This is because:

Firstly, link quality changes significantly when traffic pattern changes (as we will

show in Section 3.2.2); Secondly, link quality estimation takes time to converge, yet

different bursts of data traffic are well separated in time, and each burst lasts only for

a short period.

Beacon-based link estimation is not only limited in reflecting the actual network condi-

tion, it is also inefficient in energy usage. In existing routing protocols that use link quality

estimation, beacons are exchanged periodically. Therefore, energy is consumed unneces-

sarily for the periodic beaconing when there is no data traffic. This is especially true if the

events of interest are infrequent enough that there is no data traffic in the network most of

the time [100].
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To deal with the shortcomings of beacon-based link quality estimation and to avoid

unnecessary beaconing, we propose the routing protocol LOF that uses data transmission

itself as the basis of link estimation and thus is traffic-adaptive.

In the remainder of this chapter, we study in detail the shortcomings of beacon-based

link quality estimation, and we analyze the feasibility of data-driven routing in Section 3.2.

Following that, we present the routing metric ELD in Section 3.3, and we design the proto-

col LOF in Section 3.4. We experimentally evaluate LOF in Section 3.5, and we summarize

this chapter in Section 3.6.

3.2 Why data-driven link estimation and routing?

In this section, we first experimentally study the impact of packet type, packet length,

and interference on link properties2. Then we discuss the shortcomings of beacon-based

link property estimation, as well as the concept of data-driven link estimation and routing.

3.2.1 Experiment design

We set up two 802.11b network testbeds as follows.

Outdoor testbed. In an open field (see Figure 3.1), we deploy 29 Stargates in a straight

line, with a 45-meter separation between any two consecutive Stargates. The Stargates run

Linux with kernel 2.4.19. Each Stargate is equipped with a SMC 2.4GHz 802.11b wireless

card and a 9dBi high-gain collinear omnidirectional antenna, which is raised 1.5 meters

above the ground. To control the maximum communication range, the transmission power

level of each Stargate is set as 35. (Transmission power level is a tunable parameter for

2In this chapter, the phrases link quality and link property are used interchangeably.
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Figure 3.1: Outdoor testbed

802.11b wireless cards, and its range is 127, 126, . . . , 0, 255, 254, . . . , 129, 128, with 127

being the lowest and 128 being the highest.)

Sensornet testbed Kansei. In an open warehouse with flat aluminum walls (see Fig-

ure 3.2(a)), we deploy 195 Stargates in a 15 × 13 grid (as shown in Figure 3.2(b)) where

the separation between neighboring grid points is 0.91 meter (i.e., 3 feet). The deployment
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Figure 3.2: Sensornet testbed Kansei

is a part of the sensornet testbed Kansei [13]. For convenience, we number the rows of

the grid as 0 - 12 from the bottom up, and the columns as 0 - 14 from the left to the right.

Each Stargate is equipped with the same SMC wireless card as in the outdoor testbed. To

create realistic multi-hop wireless networks similar to the outdoor testbed, each Stargate is

equipped a 2.2dBi rubber duck omnidirectional antenna and a 20dB attenuator. We raise
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the Stargates 1.01 meters above the ground by putting them on wood racks. The trans-

mission power level of each Stargate is set as 60, to simulate the low-to-medium density

multi-hop networks where a node can reliably communicate with around 15 neighbors.

The Stargates in the indoor testbed are equipped with wall-power and outband Ethernet

connections, which facilitate long-duration complex experiments at low cost. We use the

indoor testbed for most of the experiments in this chapter; we use the outdoor testbed

mainly for justifying the generality of the phenomena observed in the indoor testbed.

Experiments. In the outdoor testbed, the Stargate at one end acts as the sender, and the

other Stargates act as receivers. Given the constraints of time and experiment control, we

leave complex experiments to the indoor testbed and only perform relatively simple exper-

iments in the outdoor testbed: the sender first sends 30,000 1200-byte broadcast packets,

then it sends 30,000 1200-byte unicast packets to each of the receivers.

In the indoor testbed, we let the Stargate at column 0 of row 6 be the sender, and the

other Stargates in row 6 act as receivers. To study the impact of interference, we consider

the following scenarios (which are named according to the interference):

• Interferer-free: there is no interfering transmission. The sender first sends 30,000

broadcast packets each of 1200 bytes, then it sends 30,000 1200-byte unicast packets

to each of the receivers, and lastly it broadcasts 30,000 30-byte packets.

• Interferer-close: one “interfering” Stargate at column 0 of row 5 keeps sending 1200-

byte unicast packets to the Stargate at column 0 of row 7, serving as the source of the

interfering traffic. The sender first sends 30,000 1200-byte broadcast packets, then it

sends 30,000 1200-byte unicast packets to each of the receivers.
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• Interferer-middle: the Stargate at column 7 of row 5 keeps sending 1200-byte unicast

packets to the Stargate at column 7 of row 7. The sender performs the same as in the

case of interferer-close.

• Interferer-far: the Stargate at column 14 of row 5 keeps sending 1200-byte unicast

packets to the Stargate at column 14 of row 7. The sender performs the same as in

the case of interferer-close.

• Interferer-exscal: In generating the interfering traffic, every Stargate runs the routing

protocol LOF (as detailed in later sections of this chapter), and the Stargate at the

upper-right corner keeps sending packets to the Stargate at the left-bottom corner,

according to an event traffic trace from the field sensornet of ExScal [12] . The

traffic trace corresponds to the packets generated by a Stargate when a vehicle passes

across the corresponding section of ExScal network. In the trace, 19 packets are

generated, with the first 9 packets corresponding to the start of the event detection

and the last 10 packets corresponding to the end of the event detection. Figure 3.3

shows, in sequence, the intervals between packets 1 and 2, 2 and 3, and so on. The
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Figure 3.3: The traffic trace of an ExScal event

sender performs the same as in the case of interferer-close.
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In all of these experiments, except for the case of interferer-exscal, the packet generation

frequency, for both the sender and the interferer, is 1 packet every 20 milliseconds. In

the case of interferer-exscal, the sender still generates 1 packet every 20 milliseconds, yet

the interferer generates packets according to the event traffic trace from ExScal, with the

inter-event-run interval being 10 seconds. (Note that the scenarios above are far from be-

ing complete, but they do give us a sense of how different interfering patterns affect link

properties.)

In the experiments, broadcast packets are transmitted at the basic rate of 1M bps, as

specified by the 802.11b standard. Not focusing on the impact of packet rate in our study,

we set unicast transmission rate to a fixed value (e.g., 5.5M bps). (We have tested different

unicast transmission rates and observed similar phenomena.) For other 802.11b parameters,

we use the default configuration that comes with the system software. For instance, unicast

transmissions use RTS-CTS handshake, and each unicast packet is retransmitted up to 7

times until success or failure in the end.

3.2.2 Experimental results

For each case, we measure various link properties, such as packet delivery rate and

the run length of packets successfully received without any loss in between, for each link

defined by the sender - receiver. Due to space limitations, however, we only present the

data on packet delivery rate here. The packet delivery rate is calculated once every 100

packets (we have also calculated delivery rates in other granularities, such as once every

20, 50 or 1000 packets, and similar phenomena were observed).
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We first present the difference between broadcast and unicast when there is no inter-

ference, then we present the impact of interference on network conditions as well as the

difference between broadcast and unicast.

Interferer free

Figure 3.4 shows the scatter plot of the delivery rates for broadcast and unicast packets
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Figure 3.4: Outdoor testbed

at different distances in the outdoor testbed. From the figure, we observe the following:

• Broadcast has longer communication range than unicast. This is due to the fact that

the transmission rate for broadcast is lower, and that there is no RTS-CTS handshake

for broadcast. (Note: the failure in RTS-CTS handshake also causes a unicast to fail.)

• For links where unicast has non-zero delivery rate, the mean delivery rate of unicast

is higher than that of broadcast. This is due to the fact that each unicast packet is

retransmitted up to 7 times upon failure.

• The variance in packet delivery rate is lower in unicast than that in broadcast. This

is due to the fact that unicast packets are retransmitted upon failure, and the fact that
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there is RTS-CTS handshake for unicast. (Note: the success in RTS-CTS handshake

implies higher probability of a successful unicast, due to temporal correlations in link

properties [21].)

Similar results are observed in the indoor testbed, as shown in Figures 3.5(a) and 3.5(b).

Nevertheless, there are exceptions at distances 3.64 meters and 5.46 meters, where the
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(a) broadcast: 1200-byte packet
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(b) unicast: 1200-byte packet
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(c) broadcast: 30-byte packet

Figure 3.5: Indoor testbed Kansei

delivery rate of unicast takes a wider range than that of broadcast. This is likely due to

temporal changes in the environment. Comparing Figures 3.5(a) and 3.5(c), we see that

packet length also has significant impact on the mean and variance of packet delivery rate.

Implication. From Figures 3.4 and 3.5, we see that packet delivery rate differs signif-

icantly between broadcast and unicast, and the difference varies with environment, hard-

ware, and packet length.

Interference scenarios

To demonstrate how network condition changes with interference scenarios, Figure 3.6

shows the broadcast packet delivery rates in different interference scenarios. We see that

31



0 2 4 6 8 10 12 14
0

20

40

60

80

100

distance (meter)

M
ea

n 
br

oa
dc

as
t r

el
ia

bi
lit

y 
(%

)

interferer−free
interferer−close
interferer−middle
interferer−far
interferer−exscal

Figure 3.6: Network condition, measured in broadcast reliability, in different interference
scenarios

broadcast packet delivery rate varies significantly (e.g., up to 39.26%) as interference pat-

terns change. Thus, link properties estimated for one scenario may not apply to another.

Having shown the impact of interference patterns on network condition, Figure 3.7

shows how the difference between broadcast and unicast in the mean packet delivery rate
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Figure 3.7: The difference between broadcast and unicast in different interference scenarios

changes as the interference and distance change. Given a distance and an interference

scenario, the difference is calculated as U−B
B

, where U and B denote the mean delivery

rate for unicast and broadcast respectively. From the figure, we see that the difference
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is significant (up to 94.06%), and that the difference varies with distance. Moreover, the

difference changes significantly (up to 103.41%) as interference pattern changes.

Implication. For sensornets where data bursts are well separated in time and possibly in

space (e.g., in bursty convergecast), the link properties experienced by periodic beacons

may well differ from those experienced by data traffic. Moreover, the difference between

broadcast and unicast changes as interference pattern changes.

3.2.3 Data-driven routing

To ameliorate the differences between broadcast and unicast link properties, researchers

have proposed to make the length and transmission rate of broadcast beacons be the same as

those of data packets, and then estimate link properties of unicast data via those of broadcast

beacons by taking into account factors such as link asymmetry. ETX [27] has explored this

approach. Nevertheless, this approach may not be always feasible when the length of data

packets is changing; or even if the approach is always feasible, it still does not guarantee

that link properties experienced by periodic beacons reflect those in the presence of data

traffic, especially in event-driven sensornet applications. Moreover, the existing method

for estimating metrics such as ETX does not take into account the temporal correlations

in link properties [21] (partly due to the difficulty of modeling the temporal correlations

themselves [94]), which further decreases its estimation fidelity. For instance, Figure 3.8

shows the significant error3 in estimating unicast delivery rate via that of broadcast under

different interference scenarios when temporal correlations in link properties are not con-

sidered (i.e., assuming independent bit error and packet loss). Therefore, it is not trivial, if

3The error is defined as actual unicast link reliability minus the estimated link reliability
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Figure 3.8: Error in estimating unicast delivery rate via that of broadcast

even possible, to precisely estimate link properties for unicast data via those of broadcast

beacons.

To circumvent the difficulty of estimating unicast link properties via those of broadcast,

we propose to directly estimate unicast link properties via data traffic itself. In this context,

since we are not using beacons for link property estimation, we also explore the idea of not

using periodic beacons in routing at all (i.e., beacon-free routing) to save energy; otherwise,

beaconing requires nodes to wake up periodically even when there is no data traffic.

To enable data-driven routing, we need to find alternative mechanisms for accomplish-

ing the tasks that are traditionally assumed by beacons: acting as the basis for link property

estimation, and diffusing information (e.g., the cumulative ETX metric). In sensornet back-

bones, data-driven routing is feasible because of the following facts:

• MAC feedback. In MACs where every frame transmission is acknowledged by the

receiver (e.g., in the 802.11b MAC), the sender can determine if a transmission has

succeeded by checking whether it receives the acknowledgment. Also, the sender can

determine how long each transmission takes, i.e., MAC latency. Therefore, the sender

is able to get information on link properties without using any beacons. (Note: it has
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also been shown that MAC latency is a good routing metric for optimizing wireless

network throughput [17].)

• Mostly static network & geography. Nodes are static most of the time, and their

geographic locations are readily available via devices such as GPS. Therefore, we

can use geography-based routing in which a node only needs to know the location

of the destination and the information regarding its local neighborhood (such as the

quality of the links to its neighbors). Thus, only the location of the destination (e.g.,

the base station in convergecast) needs to be diffused across the network. Unlike in

beacon-based distance-vector routing, the diffusion happens infrequently since the

destination is static most of the time. In general, control packets are needed only

when the location of a node changes, which occurs infrequently.

In what follows, we first present the routing metric ELD which is based on geography

and MAC latency, then we present the design of LOF which implements ELD without using

periodic beacons.

Remarks:

• Although parameters such as Receiver Signal Strength Indicator (RSSI), Link Qual-

ity Indicator (LQI), and Signal to Noise Ratio (SNR) also reflect link reliability, it is

difficult to use them as a precise prediction tool [10]. Moreover, the aforementioned

parameters can be fetched only at packet receivers (instead of senders), and extra

control packets are needed to convey these information back to the senders if we

want to use them as the basis of link property estimation. Therefore, we do not rec-

ommend using these parameters as the core basis of data-driven routing, especially

when senders need to precisely estimate in-situ link properties.
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• Our objective in this chapter is to explore the idea of data-driven link property estima-

tion and routing, and it is not our objective to prove that geography-based routing is

better than distance-vector routing. In principle, we could have used distance-vector

routing together with data-driven link property estimation, but this would introduce

periodic control packets which we would like to avoid to save energy. We will show

in Section 3.5.3, however, that geography-based data-driven routing has similar per-

formance as that of distance-vector data-driven routing.

• Conceptually, we could have also defined our routing metric based on other parame-

ters such as ETX [27] or RNP [21]. Nevertheless, the firmware of our SMC WLAN

cards does not expose information on the number of retries of a unicast transmission,

which makes it hard to estimate ETX or RNP directly via data traffic. As a part of our

future work, we plan to design mechanisms to estimate ETX and RNP via data traffic

(e.g., in IEEE 802.15.4 based mote networks) and study the corresponding protocol

performance.

3.3 ELD: the routing metric

In this section, we first formulate the routing metric ELD, the expected MAC latency per

unit-distance to the destination, then we analyze the sample size requirement in routing.

3.3.1 A metric using MAC latency and geography

For convergecast in sensornets (especially for event-driven applications), packets need

to be routed reliably and in real-time to the base station. As usual, packets should also

be delivered in an energy-efficient manner. Therefore, a routing metric should reflect link

reliability, packet delivery latency, and energy consumption at the same time. One such
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Figure 3.9: Le calculation

metric that we adopt in LOF is based on MAC latency, i.e., the time taken for the MAC

to transmit a data frame. (We have mathematically analyzed the relationship among MAC

latency, energy consumption, and link reliability, and we find that MAC latency is strongly

related to energy consumption in a positive manner, and the ratio between them changes

only slightly as link reliability changes. Thus, routing metrics optimizing MAC latency

would also optimize energy efficiency. Interested readers can find the detailed analysis in

[101].)

Given that MAC latency is a good basis for route selection and that geography enables

low frequency information diffusion, we define a routing metric ELD, the expected MAC

latency per unit-distance to the destination, which is based on both MAC latency and geog-

raphy. Specifically, given a sender S, a neighbor R of S, and the destination D as shown in

Figure 3.9, we first calculate the effective geographic progress from S to D via R, denoted

by Le(S, R), as (LS,D − LR,D), where LS,D denotes the distance between S and D, and

LR,D denotes the distance between R and D. Then, we calculate, for the sender S, the MAC

latency per unit-distance to the destination (LD) via R, denoted by LD(S, R), as4

{

DS,R

Le(S,R) if LS,D > LR,D

∞ otherwise
(3.1)

4Currently, we focus on the case where a node forwards packets only to a neighbor closer to the destination
than itself.
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where DS,R is the MAC latency from S to R. Therefore, the ELD via R, denoted as

ELD(S, R), is E(LD(S, R)) which is calculated as

{

E(DS,R)
Le(S,R) if LS,D > LR,D

∞ otherwise
(3.2)

For every neighbor R of S, S associates with R a rank

〈ELD(S, R), var(LD(S, R)), LR,D, ID(R)〉

where var(LD(S, R)) denotes the variance of LD(S, R), and ID(R) denotes the unique

ID of node R. Then, S selects as its next-hop forwarder the neighbor that ranks the lowest

among all the neighbors. (Note: routing via metric ELD is a greedy approach, where each

node tries to optimize the local objective. Like many other greedy algorithms, this method

is effective in practice, as shown via experiments in Section 3.5.)

To understand what ELD implies in practice, we set up an experiment as follows: con-

sider a line network formed by row 6 of the indoor testbed shown in Figure 3.2, the Stargate

S at column 0 needs to send packets to the Stargate D at the other end (i.e., column 14). Us-

ing the data on unicast MAC latencies in the case of interferer-free, we show in Figure 3.10

the mean unicast MAC latencies and the corresponding ELD’s regarding neighbors at dif-
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Figure 3.10: Mean unicast MAC latency and the ELD
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ferent distances. From the figure, Stargate D, the destination which is 12.8 meters away

from S, offers the lowest ELD, and S sends packets directly to D. From this example, we

see that, using metric ELD, a node tends to choose nodes beyond the reliable communica-

tion range as forwarders, to reduce end-to-end MAC latency as well as energy consumption.

Remark. ELD is a locally measurable metric based only on the geographic locations

of nodes and information regarding the links associated with the sender S; ELD does not

assume link conditions beyond the local neighborhood of S. In the analysis of geographic

routing [83], however, a common assumption is geographic uniformity — that the hops

in any route have similar properties such as geographic length and link quality. As we

will show by experiments in Section 3.5, this assumption is usually invalid. For the sake

of verification and comparison, we derive another routing metric ELR, the expected MAC

latency along a route, based on this assumption. More specifically, ELR(S, R) =

{

E(DS,R)× d
LS,R+LR,D

LS,R
e if LS,D > LR,D

∞ otherwise
(3.3)

where dLS,R+LR,D

LS,R
e denotes the number of hops to the destination, assuming equal geo-

graphic distance at every hop. We will show in Section 3.5 that ELR is inferior to ELD.

3.3.2 Sample size analysis

To understand the convergence speed of ELD-based routing and to guide protocol de-

sign, we experimentally study the sample size required to distinguish out the best neighbor

in routing.

In our indoor testbed, let the Stargate at column 0 of row 6 be the sender S and Stargate

at the other end of row 6 be the destination D; then let S send 30,000 1200-byte unicast

packets to each of the other Stargates in the testbed, to get information (e.g., MAC latency
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and reliability) on all the links associated with S. The objective is to see what sample size

is required for S to distinguish out the best neighbor.

First, we need to derive the distribution model for MAC latency. Figure 3.11 shows the
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Figure 3.11: Histogram for unicast MAC latency

histogram of the unicast MAC latencies for the link to a node 3.65 meters (i.e., 12 feet)

away from S. (The MAC latencies for other links assume similar patterns.) Given the

shape of the histogram and the fact that MAC latency is a type of “service time”, we select

three models for evaluation: exponential, gamma, and lognormal.5 Against the data on the

MAC latencies for all the links associated with S, we perform Kolmogorov-Smirnov test

[45] on the three models, and we find that lognormal distribution fits the data the best.

Therefore, we adopt lognormal distribution for the analysis in this chapter. Given that

MAC latency assumes lognormal distribution, the LD associated with a neighbor also as-

sumes lognormal distribution, i.e., log(LD) assumes normal distribution.

Because link quality varies temporally, the best neighbor for S may change temporally.

Therefore, we divide the 30,000 MAC latency samples of each link into chunks of time

span Wc, denoted as the window of comparison, and we compare all the links via their

5The methodology of LOF is independent of the distribution model adopted. Therefore, LOF would still
apply even if better models are found later.
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Figure 3.12: Sample size requirement

corresponding sample-chunks. Given each sample chunk for the MAC latency of a link,

we compute the sample mean and sample variance for the corresponding log(LD), and use

them as the mean and variance of the lognormal distribution. When considering the i-th

sample chunks of all the links (i = 1, 2, . . .), we find the best link according to these sample

chunks, and we compute the sample size required for comparing this best link with each of

the other links as follows:

Given two normal variates X1, X2 where X1 ∼ N(µ1, δ
2
1) and X2 ∼ N(µ2, δ

2
2),

the sample size required to compare X1 and X2 at 100(1 − α)% confidence
level is (Zα(δ1+δ2)

µ1−µ2
)2 (0 ≤ α ≤ 1), with Zα being the α-quantile of a unit nor-

mal variate [51].

In the end, we have a set of sample sizes for each specific Wc. For a 95% confidence

level comparison and route selection, Figure 3.12(a) shows the 75-, 80-, 85-, 90-, and 95-

percentiles of the sample sizes for different Wc’s. We see that the percentiles do not change

much as Wc changes. Moreover, we observe that, even though the 90- and 95-percentiles

tend to be large, the 75- and 80-percentiles are pretty small (e.g., being 2 and 6 respectively

when Wc is 20 seconds), which implies that routing decisions can converge quickly in

most cases. This observation also motivates us to use initial sampling in LOF, as detailed

in Section 3.4.2.
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Remarks. In the analysis above, we did not consider the temporal patterns of link proper-

ties (which are usually unknown). Had the temporal patterns been known and used in link

estimation, the sample size requirement can be even lower.

By way of contrast, we also compute the sample size required to estimate the absolute

ELD value associated with each neighbor. Figure 3.12(b) shows the percentiles for a 95%

confidence level estimation with an accuracy of ±5%. We see that, even though the 90-

and 95-percentiles are less than those for route selection, the 75- and 80-percentiles (e.g.,

being 42 and 51 respectively when Wc is 20 seconds) are significantly greater than those for

route selection. Therefore, when analyzing sample size requirement for routing, we should

focus on relative comparison among neighbors rather than on estimating the absolute value,

unlike what has been done in the literature [95].

3.4 LOF: a data-driven protocol

Having determined the routing metric ELD, we are ready to design protocol LOF for

implementing ELD without using periodic beacons. Without loss of generality, we only

consider a single destination, i.e., the base station to which every other node needs to find

a route.

Briefly speaking, LOF needs to accomplish two tasks: First, to enable a node to obtain

the geographic location of the base station, as well as the IDs and locations of its neighbors;

Second, to enable a node to track the LD (i.e., MAC latency per unit-distance to the desti-

nation) regarding each of its neighbors. The first task is relatively simple and only requires

exchanging a few control packets among neighbors in rare cases (e.g., when a node boots

up); LOF accomplishes the second task using three mechanisms: initial sampling of MAC
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latency, adapting estimation via MAC feedback for application traffic, and probabilistically

exploring alternative forwarders.

In what follows, we elaborate on the individual components of LOF. (Due to the limi-

tation of space, we relegate to [101] the discussion on implementation issues of LOF: reliably

fetching MAC feedback, reliable transport, node mobility, and neighbor-table size control.)

3.4.1 Learning where we are

LOF enables a node to learn its neighborhood and the location of the base station via

the following rules:

I. [Issue request] Upon boot-up, a node broadcasts M copies of hello-request packets

if it is not the base station. A hello-request packet contains the ID and the geographic

location of the issuing node. To guarantee that a requesting node is heard by its

neighbors, we set M as 7 in our experiments.

II. [Answer request] When receiving a hello-request packet from another node that is

farther away from the base station, the base station or a node that has a path to the

base station acknowledges the requesting node by broadcasting M copies of hello-

reply packets. A hello-reply packet contains the location of the base station as well as

the ID and the location of the issuing node.

III. [Handle announcement] When a node A hears for the first time a hello-reply packet

from another node B closer to the base station, A records the ID and location of B

and regards B as a forwarder-candidate.
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IV. [Announce presence] When a node other than the base station finds a forwarder-

candidate (and thus a path) for the first time, or when the base station boots up, it

broadcasts M copies of hello-reply packets.

To reduce potential contention, every broadcast transmission mentioned above is preceded

by a randomized waiting period whose length is dependent on node distribution density in

the network. Note that the above rules can be optimized in various ways. For instance,

rule II can be optimized such that a node acknowledges at most one hello-request from

another node each time the requesting node boots up. Even though we have implemented

quite a few such optimizations, we skip the details here since they are not the focus of this

chapter.

3.4.2 Initial sampling

Having learned the location of the base station as well as the locations and IDs of its

neighbors, a node needs to estimate the LDs regarding its neighbors. To design the estima-

tion mechanism, let us first check Figure 3.13, which shows the mean unicast MAC latency

0 2 4 6 8 10 12 14
0

5

10

15

20

25

30

distance (meter)

m
ea

n 
M

A
C

 la
te

nc
y 

(m
ill

is
ec

on
ds

)

interferer−free
interferer−close
interferer−middle
interferer−far
interferer−exscal

Figure 3.13: MAC latency in the presence of interference

in different interfering scenarios for the indoor experiments described in Section 3.2.1. We
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see that, even though MAC latencies change as interference pattern changes, the relative

ranking in the mean MAC latency among links does not change much. Neither will the

LDs accordingly.

In LOF, therefore, when a node S learns of the existence of a neighbor R for the first

time, S takes a few samples of the MAC latency for the link to R before forwarding any

data packets to R. The sampling is achieved by S sending a few unicast packets to R and

then fetching the MAC feedback. The initial sampling gives a node a rough idea of the

relative quality of the links to its neighbors, to jump start the data-driven estimation.

According to the analysis in Section 3.3.2, another reason for initial sampling is that,

with relatively small sample size, a node could gain a decent sense of the relative goodness

of its neighbors. We set the initial sample size as 6 (i.e., the 80-percentile of the sample

size when Wc is 20 seconds) in our experiments.

3.4.3 Data-driven adaptation

Via initial sampling, a node gets a rough estimation of the relative goodness of its

neighbors. To improve its route selection for an application traffic pattern, the node needs

to adapt its estimation of LD via the MAC feedback for unicast data transmission. (Ac-

cording to the analysis in Section 3.3.2, route decisions converge quickly because of the

small sample size requirement.) Since LD is lognormally distributed, LD is estimated by

estimating log(LD).

On-line estimation. To determine the estimation method, we first check the properties of

the time series of log(LD), considering the same scenario as discussed in Section 3.3.2.

Figure 3.14 shows a time series of the log(LD) regarding a node 3.65 meters (i.e., 12 feet)

away from the sender S (The log(LD) for the other nodes assumes similar patterns.). We
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Figure 3.14: A time series of log(LD)

see that the time series fits well with the constant-level model [44] where the generating

process is represented by a constant superimposed with random fluctuations. Therefore, a

good estimation method is exponentially weighted moving average (EWMA) [44], assum-

ing the following form

V ←− αV + (1− α)V ′ (3.4)

where V is the parameter to be estimated, V ′ is the latest observation of V , and α is the

weight (0 ≤ α ≤ 1).

In LOF, when a new MAC latency and thus a new log(LD) value with respect to the

current next-hop forwarder R is observed, the V value in the right hand side of formula (3.4)

may be quite old if R has just been selected as the next-hop and some packets have been

transmitted to other neighbors immediately before. To deal with this issue, we define the

age factor β(R) of the current next-hop forwarder R as the number of packets that have

been transmitted since V of R was last updated. Then, formula (3.4) is adapted to be the

following:

V ←− αβ(R)V + (1− αβ(R))V ′ (3.5)

(Experiments confirm that LOF performs better with formula (3.5) than with formula (3.4).)
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Each MAC feedback indicates whether a unicast transmission has succeeded and how

long the MAC latency l is. When a node receives a MAC feedback, it first calculates the age

factor β(R) for the current next-hop forwarder, then it adapts the estimation of log(LD) as

follows:

• If the transmission has succeeded, the node calculates the new log(LD) value using l

and applies it to formula (3.5) to get a new estimation regarding the current next-hop

forwarder.

• If the transmission has failed, the node should not use l directly because it does not

represent the latency to successfully transmit a packet. To address this issue, the node

keeps track of the unicast delivery rate, which is also estimated using formula (3.5),

for each associated link. Then, if the node retransmits this unicast packet via the

currently used link, the expected number of retries until success is 1
p
, assuming that

unicast failures are independent and that the unicast delivery rate along the link is p.

Including the latency for this last failed transmission, the expected overall latency l ′

is (1+ 1
p
)l. Therefore, the node calculates the new log(LD) value using l′ and applies

it to formula (3.5) to get a new estimation.

Another important issue in EWMA estimation is choosing the weight α, since it af-

fects the stability and agility of estimation. To address this question, we again perform

experiment-based analysis. Using the data from Section 3.3.2, we try out different α values

and compute the corresponding estimation fidelity, that is, the probability of LOF choos-

ing the right next-hop forwarder for S. Figure 3.15(a) shows the best α value and the

corresponding estimation fidelity for different windows of comparison. If the window of

comparison is 20 seconds, for instance, the best α is 0.8, and the corresponding estimation
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fidelity is 89.3%. (Since the time span of the ExScal traffic trace is about 20 seconds, we

set α as 0.8 in our experiments.)
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Figure 3.15: The weight α in EWMA

For sensitivity analysis, Figure 3.15(b) shows how the estimation fidelity changes with

α when the window of comparison is 20 seconds. We see that the estimation fidelity is

not very sensitive to changes in α over a wide range. For example, the estimation fidelity

remains above 85% when α changes from 0.6 to 0.98. Similar patterns are observed for the

other windows of comparison too. The insensitivity of estimation fidelity to α guarantees

the robustness of EWMA estimation in different environments.

Route adaptation. As the estimation of LD changes, a node S adapts its route selec-

tion by the ELD metric. Moreover, if the unicast reliability to a neighbor R is below

certain threshold (say 60%), S will mark R as dead and will remove R from the set of

forwarder-candidates. If S loses all its forwarder-candidates, S will first broadcast M

copies of hello-withdrawal packets and then restarts the routing process. If a node S ′ hears

a hello-withdrawal packet from S, and if S is a forwarder-candidate of S ′, S ′ removes S

from its set of forwarder-candidates and update its next-hop forwarder as need be. (As a

side note, we find that, on average, only 0.9863 neighbors of any node are marked as dead
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in both our testbed experiments and the field deployment of LOF in project ExScal [12].

Again, the withdrawing and rejoining process can be optimized, but we skip the details

here.)

3.4.4 Exploratory neighbor sampling

Given that the initial sampling is not perfect (e.g., covering 80% instead of 100% of

all the possible cases) and that wireless link quality varies temporally (e.g., from initial

sampling to actual data transmission), the data-driven adaptation alone may miss using

good links, simply because they were relatively bad when tested earlier and they do not

get chance to be tried out later on. Therefore, we propose exploratory neighbor sampling

in LOF. That is, whenever a node S has consecutively transmitted Ins(R0) number of data

packets using a neighbor R0, S will switch its next-hop forwarder from R0 to another

neighbor R′ with probability Pns(R
′) (so that the link quality to R′ can be sampled). On

the other hand, the exploratory neighbor sampling is optimistic in nature, and it should be

used only for good neighbors. In LOF, exploratory neighbor sampling only considers the

set of neighbors that are not marked as dead.

In what follows, we explain how to determine the sampling probability Pns(R
′) and the

sampling interval Ins(R0). For convenience, we consider a sender S, and let the neighbors

of S be R0, R1, . . . , RN with increasing ranks.

Sampling probability. At the moment of neighbor sampling, a better neighbor should be

chosen with higher probability. In LOF, a neighbor is chosen with the probability of the

neighbor actually being the best next-hop forwarder. We derive this probability in three

steps: the probability Pb(Ri, Rj) of a neighbor Ri being actually better than another one

Rj , the probability Ph(Ri) of a neighbor Ri being actually better than all the neighbors that
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ranks lower than itself, and the probability Pns(Ri) of a neighbor Ri being actually the best

forwarder. Due to the limitation of space, we relegate the detailed derivation to [101].

Sampling interval. The frequency of neighbor sampling should depend on how good the

current next-hop forwarder R0 is, i.e., the sampling probability Pns(R0). In LOF, we set

the sampling interval Ins(R0) to be proportional to Pns(R0), that is,

Ins(R0) = C × Pns(R0) (3.6)

where C is a constant being equal to (N×K), with N being the number of active neighbors

that S has, and K being a constant reflecting the degree of temporal variations in link

quality. We set K to be 20 in our experiments.

The above method of setting the sampling probability and the sampling interval ensures

that better forwarders will be sampled with higher probabilities, and that the better the cur-

rent forwarder is, the lower the frequency of exploratory neighbor sampling. The sampling

probabilities and the sampling interval are re-calculated each time the next-hop forwarder

is changed.

3.5 Experimental evaluation

Via testbeds and field deployment, we experimentally evaluate the design decisions

and the performance of LOF. First, we present the experiment design; then we discuss the

experimental results.

3.5.1 Experiment design

Network setup. In our indoor testbed as shown in Figure 3.2, we let the Stargate at the

left-bottom corner of the grid be the base station, to which the other Stargates need to find

routes. Then, we let the Stargate S at the upper-right corner of the grid be the traffic source.
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S sends packets of length 1200 bytes according to the ExScal event trace as discussed in

Section 3.2.1 and Figure 3.3. For each protocol we study, S simulates 50 event runs,

with the interval between consecutive runs being 20 seconds. Therefore, for each protocol

studied, 950 (i.e., 50× 19) packets are generated at S.

We have also tested scenarios where multiple senders generate ExScal traffic simulta-

neously, as well as scenarios where the data traffic is periodic; LOF has also been used in

the backbone network of ExScal. We discuss them in Section 3.5.3, together with other

related experiments.

Protocols studied. We study the performance of LOF in comparison with that of beacon-

based routing, where the latest development is represented by ETX [27, 95] and PRD [83]:

(For convenience, we do not differentiate the name of a routing metric and the protocol implement-

ing it.)

• ETX: expected transmission count. It is a type of geography-unaware distance-vector

routing where a node adopts a route with the minimum ETX value. Since the trans-

mission rate is fixed in our experiments, ETX routing also represents another metric

ETT [31], where a route with the minimum expected transmission time is used. ETT

is similar to MAC latency as used in LOF.

• PRD: product of packet reception rate and distance traversed to the destination. Un-

like ETX, PRD is geography-based. In PRD, a node selects as its next-hop forwarder

the neighbor with the maximum PRD value. The design of PRD is based on the

analysis that assumes geographic-uniformity.

By their original proposals, ETX and PRD use broadcast beacons in estimating the respec-

tive routing metrics. In this chapter, we compare the performance of LOF with that of ETX
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and PRD as originally proposed in [27] and [83], without considering the possibility of

directly estimating metrics ETX and PRD via data traffic. This is because the firmware of

our SMC WLAN cards does not expose information on the number of retries of a unicast

transmission. (As a part of our future work, we plan to design mechanisms to estimate

ETX and PRD via data traffic and study the corresponding protocol performance.) In our

experiments, metrics ETX and PRD are estimated according to the method originally pro-

posed in [27] and [83]; for instance, broadcast beacons have the same packet length and

transmission rate as those of data packets. Since it has been shown that ETX and PRD per-

form better than protocols based on metrics such as RTT (round-trip-time) and hop-count

[30, 83], we do not study those protocols here.

To verify some important design decisions of LOF, we also study different versions of

LOF as follows:6

• L-hop: assumes geographic-uniformity, and thus uses metric ELR, as specified by

formula (3.3), instead of ELD;

• L-ns: does not use the method of exploratory neighbor sampling;

• L-sd: considers, in exploratory neighbor sampling, the neighbors that have been

marked as dead;

• L-se: performs exploratory neighbor sampling after every packet transmission.

For easy comparison, we have implemented all the protocols mentioned above in Em-

Star [2], a software environment for developing and deploying sensornets.

6Note: we have studied the performance of geography-unaware distance-vector routing using data-driven
estimation trying to minimize the sum of MAC latency along routes, and we found that the performance is
similar to that of LOF, except that more control packets are used.
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Evaluation criteria. Reliability is one critical concern in convergecast. Using the tech-

niques of reliable transport discussed in [101], all the protocols guarantee 100% packet

delivery in our experiments. Therefore, we compare protocols in metrics other than relia-

bility as follows:

• End-to-end MAC latency: the sum of the MAC latency spent at each hop of a route.

This reflects not only the delivery latency but also the throughput available via a

protocol [27, 31].

• Energy efficiency: energy spent in delivering a packet to the base station.

3.5.2 Experimental results

MAC latency. Using boxplots7, Figure 3.16 shows the end-to-end MAC latency, in mil-

liseconds, for each protocol. The average end-to-end MAC latency in both ETX and PRD

is around 3 times that in LOF, indicating the advantage of data-driven link quality estima-

tion. The MAC latency in LOF is also less than that of the other versions of LOF, showing

the importance of using the right routing metric (including not assuming geographic uni-

formity) and neighbor sampling technique.

To explain the above observation, Figures 3.17, 3.18, 3.19, and 3.20 show the route hop

length, per-hop MAC latency, average per-hop geographic distance, and the coefficient of

7Boxplot is a nice tool for describing the distribution of a data sample:

• The lower and upper lines of the “box” are the 25th and 75th percentiles of the sample. The distance
between the top and bottom of the box is the interquartile range.

• The line in the middle of the box is the sample median.

• The “whiskers”, lines extending above and below the box, show the extent of the rest of the sample.
If there is no outlier, the top of the upper whisker is the maximum of the sample, and the bottom of
the lower whisker is the minimum. An outlier is a value that is more than 1.5 times the interquartile
range away from the top or bottom of the box. An outlier, if any, is represented as a plus sign.

• The notches in the box shows the 95% confidence interval for the sample median.
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Figure 3.16: End-to-end MAC latency
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Figure 3.17: Number of hops in a route
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Figure 3.18: Per-hop MAC latency
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Figure 3.19: Average per-hop geographic distance
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Figure 3.20: COV of per-hop geographic distance in a route

variation (COV) of per-hop geographic distance. Even though the average route hop length

and per-hop geographic distance in ETX are approximately the same as those in LOF, the

average per-hop MAC latency in ETX is about 3 times that in LOF, which explains why the

end-to-end MAC latency in ETX is about 3 times that in LOF. In PRD, both the average

route hop length and the average per-hop MAC latency is about twice that in LOF.

From Figure 3.20, we see that the COV of per-hop geographic distance is as high as

0.4305 in PRD and 0.2754 in L-hop. Therefore, the assumption of geographic uniformity

is invalid, which partly explains why PRD and L-hop do not perform as well as LOF.

Moreover, the fact that the COV value in LOF is the largest and that LOF performs the best

tend to suggest that the network state is heterogeneous at different locations of the network.

Energy efficiency. Given that beacons are periodically broadcasted in ETX and PRD, and

that beacons are rarely used in LOF, it is easy to see that more beacons are broadcasted

in ETX and PRD than in LOF. Therefore, we focus our attention only on the number of

unicast transmissions required for delivering data packets to the base station, rather than

on the broadcast overhead. To this end, Figure 3.21 shows the number of unicast transmis-

sions averaged over the number packets received at the base station. The number of unicast
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Figure 3.21: Number of unicast transmissions per packet received

transmissions per packet received in ETX and PRD is 1.49 and 2.37 times that in LOF re-

spectively, showing again the advantage of data-driven instead of beacon-based link quality

estimation. The number of unicast transmissions per packet received in LOF is also less

than that in the other versions of LOF. For instance, the number of unicast transmissions in

L-hop is 2.89 times that in LOF.

Given that the SMC WLAN card in our testbed uses Intersil Prism2.5 chipset which

does not expose the information on the number of retries of a unicast transmission, Fig-

ure 3.21 does not represent the actual number of bytes sent. Nevertheless, given Figure 3.18

and the fact that MAC latency and energy consumption are positively related (as discussed

in Section 3.3.1), the above observation on the relative energy efficiency among the proto-

cols still holds.

To explain the above observation, Figure 3.22 shows the number of failed unicast trans-

missions for the 950 packets generated at the source. The number of failures in ETX and

PRD is 1112 and 786 respectively, yet there are only 5 transmission failures in LOF. Also,

there are 711 transmission failures in L-hop. Together with Figures 3.19 and 3.5(b), we see

that there exist reliable long links, yet only LOF tends to find them well: ETX also uses

long links, but they are not reliable; L-ns uses reliable links, but they are relatively shorter.
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Figure 3.22: Number of failed unicast transmissions

3.5.3 Other experiments

Multiple senders and periodic traffic. Besides the scenario of 1 source event traffic

which we discussed in detail in the last subsection, we have performed experiments where

the Stargate at the upper-right corner and its two immediate grid-neighbors simultaneously

generate packets according to the ExScal traffic trace. We have also experimented with

periodic traffic where 1 or 3 Stargates (same as those in the case of event traffic) generate

1,000 packets each, with each packet being 1200-byte long and the inter-packet interval

being 500 milliseconds. In these experiments, we have observed similar patterns in the

relative protocol performance as those in the case of 1 source event traffic. For conciseness,

we only present the end-to-end MAC latency for these three cases, as shown in Figure 3.23.

Distance-vector data-driven routing and network throughput. We have so far focused

on geographic routing in this chapter, so that we do not need periodic control packets at all.

In practice, however, it may not be feasible to have high-precision location information.

In this case, we can adopt the classical distance-vector routing (which is based on the dis-

tributed Bellman-Ford algorithm) with data-driven link estimation. We have implemented
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Figure 3.23: End-to-end MAC latency

the distance-vector data-driven routing protocol L-dv in EmStar, and we have experimen-

tally measured its performance in Kansei. For the case where there is one node generating

data packets according to the ExScal traffic trace, Figure 3.24 shows how the end-to-end
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Figure 3.24: End-to-end MAC latency: event traffic, 1 sender. (Note: the experiments are
done with a 15×6 subgrid of Kansei.)

MAC latency in L-dv compares with that in other protocols. We see that L-dv has similar

performance as LOF, and L-dv performs better than beacon-driven routing ETX and PRD.

We observe similar patterns in terms of other evaluation metrics (such as energy efficiency)

and experimentation setup (such as multiple senders and periodic traffic).
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To understand the impact of different protocols on network capacity, we also measure

the network throughput by letting the corner source node generating data packets as fast

as possible. Each data packet contains a payload of 1200 bytes. Figure 3.25 shows the
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Figure 3.25: Network throughput (Note: the experiments are done with a 15×6 grid of
Kansei.)

throughput in different protocols. We see that LOF and L-dv yield similar network through-

put, and they both significantly improves the network throughput of ETX and PRD (e.g., up

to a factor of 7.78). Our current experimental facility limits the highest achievable one-hop

throughput to be 50 packets/second, thus the highest achievable multi-hop throughput is

7.14 packets/second [62]. We see that both LOF and L-dv achieve a throughput very close

to the highest possible network throughput.

The data presented in Figures 3.24 and 3.25 are for experiments executed on a 15×6

grid of Kansei. When we were executing these experiments, we were unable to access the

complete grid of Kansei due to some maintenance issues. But we believe the observations

will carry over to other network setups including the complete grid of Kansei.
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Field deployment. Based on its well-tested performance, LOF has been incorporated in

the ExScal sensornet field experiment [12], where 203 Stargates were deployed as the back-

bone network, with the inter-Stargate separation being around 45 meters. LOF successfully

guaranteed reliable and real-time convergecast from any number of non-base Stargates to

the base station in ExScal, showing not only the performance of the protocol but also the

stability of its implementation.

3.6 Summary

Via experiments in testbeds of 802.11b networks, we have demonstrated the difficulties

of precisely estimating unicast link properties via broadcast beacons. To circumvent the

difficulties, we have proposed to estimate unicast link properties via data traffic itself, using

MAC feedback for data transmissions. To this end, we have modified the Linux kernel and

hostap WLAN driver to provide feedback on the MAC latency as well as the status of

every unicast transmission, and we have built system software for reliably fetching MAC

feedbacks. Based on these system facilities, we have demonstrated the feasibility as well

as potential benefits of data-driven routing by designing protocol LOF. LOF mainly used

three techniques for link quality estimation and route selection: initial sampling, data-

driven adaptation, and exploratory neighbor sampling. With its well tested performance and

implementation, LOF has been successfully used to support convergecast in the backbone

network of ExScal, where 203 Stargates have been deployed in an area of 1260 meters by

288 meters.

In this chapter, we have focused on data-driven link estimation and routing in 802.11

networks. But the concept of data-driven link estimation also applies to other sensornets
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such as those using IEEE 802.15.4 radios [104], since temporal correlation in link prop-

erties also leads to estimation inaccuracy in these networks [21]. Besides saving energy

by avoiding periodic beaconing, LOF facilitates greater extent of energy conservation, be-

cause LOF does not require a node to be awake unless it is generating or forwarding data

traffic. LOF also helps in enhancing network security, since the network is less exposed.

More detailed study of the impact of data-driven routing on energy efficiency and security

is a part of our future work.
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CHAPTER 4

PACKING-ORIENTED SCHEDULING

In this chapter, we study the ASC (for application-adaptive scheduling) component of

SMA from the perspective of in-network processing using packet packing (i.e., aggregating

shorter packets into longer ones) as an example of in-network processing method. We

first discuss the concept and benefit of packet packing in Section 4.1. In Section 4.2, we

design a scheduling algorithm that improves the degree of in-network packet packing while

satisfying application-specific QoS requirements. We also discuss related implementation

issues In Section 4.2. We evaluate our design in Section 4.3, and we summarize this chapter

in Section 4.4.

4.1 Packet packing

In sensornets, an information unit (e.g., a report after an event detection) from each

sensor is usually short (e.g., less than 10 bytes [14]), and the header overhead of each packet

is relatively high (e.g., up to 31 bytes at the MAC layer of IEEE 802.15.4). Fortunately,

the maximum size of MAC payload is usually much longer than that of each information

unit (e.g., 102 bytes per MAC frame in 802.15.4). Therefore, the MAC frame format

allows for aggregating several short information units into a single MAC frame, which we
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refer to as packet packing hereafter. Having several information units share the overhead8

of a packet (or frame) transmission, packet packing reduces the amortized overhead of

transmitting each information unit. Packet packing also reduces the number of packets

contending for channel access, hence it reduces the probability of packet collision and

improves information delivery reliability, as we will show in Section 4.3.

4.2 Packing-oriented scheduling

Since packet packing reduces the overhead of packet transmission and channel con-

tention, the objective of packing-oriented scheduling is to schedule packet transmissions

such that as many short packets are packed into long packets as possible, by which the

amortized overhead of packet transmission is reduced. To reflect the overhead of a packet

transmission tx, we define the amortized cost (AC) of the transmission as C0

Ltx
, where Ltx

is the payload length of the packet being transmitted. Then, we can define the utility of a

scheduling action (i.e., transmit or hold a packet) as the expected reduction in the amortized

cost of packet transmissions in the network. Accordingly, whether a short packet should

be held at or be immediately transmitted from a node to its parent depends on the utility of

locally holding the packet and the utility of transmitting the packet.

Since locally holding a packet increases the delay in delivering the packet, the schedul-

ing algorithm should not hold a packet too long to violate the timeliness requirement of

information delivery specified by the application. Therefore, both the timeliness require-

ment of information delivery and application traffic pattern (e.g., spatial and temporal dis-

tributions of data packets) affect packet transmission scheduling in a network. Since the

timeliness requirement and the traffic pattern vary from one application to another and

8The overhead includes not only the number of header bytes transmitted but also the energy taken to wake
up radios, since radios may well be in low-power sleeping state in sensornets.
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are usually unknown beforehand, the scheduling algorithm should adapt to the timeliness

requirement and traffic pattern on the fly.

In what follows, we first discuss how to calculate the utilities of holding and trans-

mitting a packet in an application-adaptive manner, then we present a scheduling rule that

improves the overall utility.

4.2.1 Utility calculation

For convenience, we define the following notations:

L : maximum payload length per packet;
C0 : overhead of a packet transmission;
ETX.j : expected number of transmissions taken to

transport a packet from node j to its
destination;

p.j : the parent or next-hop of a node j in the
routing tree;

ETX0.j : expected number of transmissions taken to
transport a packet from node j to p.j.

(For simplicity of presentation, we only consider the case where every packet needs to

delivered to be the base station of a sensornet [14]. The algorithm discussed in this chapter

is readily applicable to the case where there are multiple base stations.)

The utilities of holding and transmitting a packet pkt at a node j depend on the follow-

ing parameters related to traffic patterns:

• With respect to j itself and its children:

tl : expected time to receive another packet pkt′

from a child or locally from an upper layer;
sl : expected payload size of pkt′.

• With respect to the parent of j:

tp : expected time till the parent transmits another
packet pkt′′ that does not contain information
units generated or forwarded by j itself;

sp : expected payload size of pkt′′.
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The utilities of holding and transmitting a packet pkt also depend on the following

constraints posed by application QoS requirement and wireless communication:

• Grace period tf for delivering pkt: the maximum allowable latency in delivering pkt

minus the expected time taken to transport pkt from j to its destination without being

held at any intermediate node along the route.

If tf ≤ 0, pk should be transmitted immediately to minimize the extra delivery

latency.

• Spare packet space sf of pkt: the maximum allowable payload length per packet

minus the current payload length of pkt.

Parameter sf and the size of the packets coming next from an upper layer at j or from

j’s children determine how much pkt will be packed and thus the potential utility of

locally holding pkt.

Then, the utilities of holding and transmitting a packet are calculated as follows.

Utility of holding a packet. When a node j holds a packet pkt, pkt can be packed with

packets from j’s children or from an upper layer at j. Therefore, the utility of holding pkt

at j is the expected reduction in the amortized cost of transmitting pkt after packing pkt.

The utility depends on (a) the expected number of packets that j will receive within tf time

(either from a child or locally from an upper layer), and (b) the expected payload size sl of

these packets. Given that the expected inter-packet interval is tl, the expected number of

packets to be received at j within tf time is tf
tl

. Thus, the expected overall size S ′
l of the

payload to be received within tf time is calculated as follows:

S ′
l =

tf
tl

sl
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Given the spare space sf in the packet pkt, the expected size Sl of the payload that can be

packed into pkt is calculated as follows:

Sl = min{S ′
l , sf} = min{

tf
tl

sl, sf}

Therefore, the expected amortized cost ACl of transporting the packet to the destination

after anticipated packing is calculated as follows:

ACl =
C0

(L− sf) + Sl

ETX.j

where (L− sf ) is the payload length of pkt before packing.

Since the amortized cost AC ′
l of transporting pkt without the anticipated packing is

calculated as

AC ′
l =

C0

L− sf

ETX.j

the utility Ul of holding pkt is calculated as follows:

Ul = AC ′
l − ACl

= C0Sl

(L−sf )(L−sf +Sl)
ETX.j

=
C0ṁin{

tf

tl
sl,sf}

(L−sf )(L−sf +min{
tf

tl
sl,sf})

ETX.j

(4.1)

Utility of immediately transmitting a packet. If node j transmits the packet pkt imme-

diately to its parent p.j when pkt is not yet fully packed, j pays the cost of transmitting a

non-fully-packed packet. Yet the payload carried by pkt can be used to pack the packets

that p.j has received from its children other than j. Therefore, the utility of j transmitting

a non-fully-packed packet pkt comes from the expected reduction in the amortized cost of

packet transmissions at p.j as a result of receiving the payload that pkt carries.

When j transmits pkt to p.j, the grace period of pkt at p.j is still tf , the expected

number of packets that do not contain information units from j and can be packed with

pkt at p.j is tf
tp

. Given the limited payload that pkt carries, it may happen that not all the
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packets to be transmitted at p.j get packed (to full) via the payload from pkt. Accordingly,

the utility Up of immediately transmitting pkt is calculated as follows:

• If all the parent packets get packed to full via payload from pkt, i.e., tf
tp

(L − sp) ≤

L− sf :

For each of such parent packet, the utility U ′ (or reduction in amortized cost) is

calculated as follows:

U ′ = C0

sp
ETX.(p.j)− C0

L
ETX.(p.j)

= C0(L−sp)
spL

ETX.(p.j)

Then, the overall utility U ′
p is calculated as follows:

U ′
p =

tf
tp

U ′ =
tf
tp

C0(L− sp)

spL
ETX.(p.j) (4.2)

where tf
tp

is the expected number of packets that do not contain information units

from j and can be packed with pkt.

• If not all the parent packets get packed to full via payload from pkt, i.e., tf
tp

(L−sp) >

L− sf :

In this case, bL−sf

L−sp
c number of packets are packed to full, and the corresponding util-

ity is bL−sf

L−sp
cC0(L−sp)

spL
ETX.(p.j) (by Equation 4.2). In addition, there is a packet that

gets partially packed via mod(L− sf , sp) length of payload from pkt, and the corre-
sponding utility is C0mod(L−sf ,sp)

(L−sp)(L−sp+mod(L−sf ,sp))
ETX.(p.j) (by Equation 4.1). Therefore,

the overall utility U ′′
p is the summation of the above two terms as follows:

U ′′
p = (b

L−sf

L−sp
cC0(L−sp)

spL
+

C0mod(L−sf ,sp)
(L−sp)(L−sp+mod(L−sf ,sp)) )×

ETX.(p.j)
(4.3)

While immediately transmitting pkt to p.j brings with it the utility discussed above,

immediate transmission pays the cost Cp of transmitting a packet that is not full yet. Ac-

cording to the concept of amortized cost of packet transmission, Cp is calculated as follows:

Cp = C0

L−sf
ETX0.j −

C0

L
ETX0.j

=
C0sf

(L−sf )L
ETX0.j

(4.4)
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Therefore, the utility Up of immediately transmitting pkt to p.j is calculated as follows:

Up =

{

U ′
p − Cp if tf

tp
(L− sp) ≤ (L− sf)

U ′′
p − Cp otherwise

(4.5)

where U ′
p, U ′′

p , and Cp are defined in Equations 4.2, 4.3, and 4.4 respectively.

4.2.2 Scheduling rule

To reduce the amortized cost of packet transmission, the objective of packing-oriented

scheduling is to maximize the utility of transmission scheduling (including the utilities of

transmitting and holding packets). Since we mainly focus on demonstrating the feasibility

and benefits of application-adaptivity in messaging in this chapter, we only study a greedy

algorithm where each node tries to maximize the local utility of scheduling each packet

transmission, and we relegate the design of globally optimal algorithm as a part of our

future work.

Given a packet to be scheduled for transmission, if the probability that the packet is

immediately transmitted is Pt (0 ≤ Pt ≤ 1), then the expected utility Ut(Pt) is calculated

as follows:

Ut(Pt) = Pt × Up + (1− Pt)Ul

= Ul + Pt(Up − Ul)
(4.6)

where Up and Ul are the utilities of immediately transmitting and locally holding the packet

respectively. To maximize Ut, Pt should be set according to the following rule:

Pt =

{

1 if Up > Ul

0 otherwise

That is, the packet should be immediately transmitted if the utility of immediate transmis-

sion is greater than that of locally holding the packet.
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Remarks. The framework designed for packing-oriented scheduling is readily applicable

to other in-network processing methods such as data compression, since the impact of in-

network processing (no matter how it is achieved) can be modeled by the concept of utility.

Detailed discussion of this, however, is beyond the scope of this chapter.

4.2.3 Implementation

From the discussion in Section 4.2.1, a node j needs to obtain the following parameters

when calculating the utilities of holding and transmitting a packet:

• On messaging structure: ETX.j, p.j, and ETX0.j;

• On traffic pattern: tl, sl, tp, sp, and L.

Parameters related to messaging structure can be provided by component TLR or AST

depending on the software architecture in a given system platform. On parameters related to

traffic pattern, j can estimate by itself the parameters tl and sl, and L is readily available and

fixed for each specific platform. To enable each node j to obtain parameters tp and sp, every

node k in the network estimates the expected interval t.k in transmitting two consecutive

packets at k itself and the expected size s.k of these packets. Then, every node k shares

with its neighbors the parameters t.k and s.k by piggybacking these information onto data

packets or other control packets in the network. When a node j overhears parameter t.(p.j)

and s.(p.j) from its parent p.j, j can approximate tp and sp with t.(p.j)×t.j×s.(p.j)
t.j×s.(p.j)−t.(p.j)×s.k

and

s.(p.j) respectively. The derivation is as follows.

Approximation of tp and sp: Since information units generated or forwarded by the children

of node p.j are treated in the same manner (without considering where they are from), the

expected size of the packet being transmitted by p.j does not depend on whether the packet
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contains information units generated or forwarded by j. Thus, j can simply regard s.(p.j)

as sp, the expected size of the packet transmitted by p.j that does not contain information

units coming from j.

Now we derive tp as follows. Since the amount of payload transmitted by p.j per unit

time is 1
t.(p.j)

s.(p.j) and the amount of payload transmitted by j is 1
t.j

s.j per unit time,

the amount of payload lp that are transmitted by p.j but are not from j per unit time is

calculated as: lp = s.(p.j)
t.(p.j)

− s.j

t.j
. Thus, the expected rate rp that p.j transmits packets that do

not contain information units from j is calculated as: rp = lp/s.(p.j) = 1
t.(p.j)

− s.j

t.j×s.(p.j)
.

Therefore, the expected interval tp between p.j transmitting two consecutive packets that

do not contain information units from j is as follows: tp = 1
rp

= t.(p.j)×t.j×s.(p.j)
t.j×s.(p.j)−t.(p.j)×s.j

.

2

4.3 Performance evaluation

We have implemented packing-oriented scheduling in TinyOS [5]. The implementation

takes 40 bytes of RAM (plus the memory required for regular packet buffers) and 4814

bytes of ROM. To evaluate the performance of packing-oriented scheduling, we use the

routing component MintRoute [95] that is readily available in TinyOS to form the routing

structure. We are currently implementing the routing protocol Learn on the Fly (LOF) [102]

in TinyOS, to provide the service for traffic-adaptive link estimation and routing (TLR) in

the messaging architecture SMA. Packing-oriented scheduling is readily interoperable with

LOF, but the detailed study is beyond the scope of this chapter.

To understand the benefits of application-adaptive packet packing, we implement and

compare the performance of the following messaging methods:

• noPacking: packets are delivered without being packed in the network.
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• simplePacking: packets are packed if they are in the same queue, but there is not

packing-oriented scheduling.

• intelliPacking: schedule packet transmissions so that packets are packed as much as

possible while satisfying application requirement on the timeliness of information

delivery, i.e., employ packing-oriented scheduling as discussed in Section 4.2).

In evaluating messaging performance, we consider the case of convergecast where every

information unit is transported to a singe destination — the base station which acts as the

interface between a sensornet and the rest of the world. For each method, its performance

is evaluated according to the following metrics:

• Packing ratio: the average number of information units within each transmitted

packet.

• Energy efficiency: the number of packet transmissions and receptions required to

deliver a single information unit to the base station.

• Information delivery reliability: the ratio of the number of unique information units

received at the base station to the number of unique information units generated in

the network.

In what follows, we first evaluate the performance of different messaging methods via

simulation. Then we evaluate their performance via experimentation with Tmote Sky sen-

sor nodes [6], to corroborate our observations in simulation.

4.3.1 Simulation study

We use the simulator TOSSIM [61] that comes with TinyOS. In the simulation, 100

nodes are deployed in a 10×10 grid where each node can reliably communicate with nodes

71



3 grid-hops away. The traffic pattern is such that the base station is at one corner of the

grid, and nodes in the farthest 4×4 subgrid from the base station periodically generate

information units, with the interval between two consecutive information units uniformly

distributed between 5 seconds and 15 seconds. The length of each information unit is 16

bytes, including information such as the node ID and timestamp at the source.

In the simulation, we first study a typical scenario where the maximum payload length

is 102 bytes, and the application QoS requirement is specified such that the maximum

allowable latency in delivering information units is 10 seconds [14, 12]. Then we study

the impact of maximum allowable information delivery latency and payload length on the

performance of intelliPacking.

A typical scenario. For the scenario where the maximum payload length is 102 bytes and

the maximum allowable information delivery latency is 10 seconds, Figure 4.1 shows the
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Figure 4.1: Packing ratio

packing ratio in the three messaging methods. The packing ratio is 1, 1.02, and 1.63 for

noPacking, simplePacking, and intelliPacking respectively. We can see that, compared with

simplePacking, intelliPacking significantly improves the packing ratio. This is because
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intelliPacking dynamically estimates traffic pattern and schedules packet transmissions so

that the degree of in-network packet packing is improved.

As a result of the improved in-network packet packing, intelliPacking also improves en-

ergy efficiency in delivering information, as shown in Figure 4.2 Compared with noPack-
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Figure 4.2: Average number of transmissions and receptions per information unit received

ing, intelliPacking reduces the average number of transmissions and receptions required

for delivering an information unit by a factor of 2.33 and 2.35 respectively; compared with

simplePacking, intelliPacking also reduces the average number of transmissions and recep-

tions required for delivering an information unit by a factor of 1.59 and 1.56 respectively.

Since intelliPacking reduces the number packet transmissions, it reduces the degree of

channel contention in the network and thus improves reliability in delivering information,

as shown in Figure 4.3 which presents the network-wide average information delivery re-

liability, as well as the average reliability based on the distance (measured in grid-hops)

from the source to the base station. Compared with noPacking and simplePacking, intelli-

Packing improves reliability by 8.98% and 1.87% respectively. (We will see a little bit later
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Figure 4.3: Information delivery reliability

that the improvement in information delivery reliability is even much higher in real-world

hardware based experiments.)

Impact of maximum allowable latency. To study the impact of application properties

on intelliPacking, we vary the maximum allowable latency in information delivery from 3

seconds to 25 seconds and measure the corresponding performance of intelliPacking.

Figure 4.4 shows how the packing ratio increases as the maximum allowable informa-
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Figure 4.4: Packing ratio
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tion delivery latency increases. As the allowable latency increases from 5 seconds to 25

seconds, the packing ratio increases from 1.09 to 3.17 and by a factor of 2.9.

As the packing ratio increases, the energy efficiency increases by a factor up to 3.27, as

shown in Figure 4.5. In the mean time, the messaging reliability increases by a factor up
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Figure 4.5: Average number of transmissions and receptions per information unit received

to 3% as the channel contention decreases due to increased packing ratio. This is shown in

Figure 4.6.
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Figure 4.6: Information delivery reliability
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Impact of maximum payload length. Since the maximum packet payload length deter-

mines the maximum number of information units that can be packed into a single packet,

it affects the degree of in-network packet packing. Setting the maximum information de-

livery latency to the typical value of 10 seconds, we vary the maximum payload length

from 40 bytes to 104 bytes and measure the corresponding performance of intelliPacking.

Figures 4.7, 4.8, and 4.9 present the data on packing ratio, energy efficiency, and reli-
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Figure 4.7: Packing ratio
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Figure 4.8: Average number of transmissions and receptions per information unit received

ability respectively. From these figures, we see that increased maximum payload length
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Figure 4.9: Information delivery reliability

improves the overall network performance, even though the improvement is not prominent

given the tight information delivery latency (which in turns bounds from above the packing

ratio). Note that, when the maximum payload length is 40 bytes, each packet can carry at

most 2 information units, and a packet is immediately transmitted or forwarded after each

packing. As a result, compared with scenarios of longer payload length, packet transmis-

sions are more bursty (and less spread temporally) when the maximum payload length is

40 bytes, and thus the messaging reliability is relatively lower.

Having studied the benefits and the influence factors of application-adaptive in-network

packet packing in simulation, we corroborate our findings via experimentation in the next

subsection.

4.3.2 Experimental study

To understand the performance of the different messaging methods in real-world envi-

ronment, we evaluate their performance via experimentation with Tmote Sky sensor nodes.

These sensor nodes use CC2420 radios which are compatible with IEEE 802.15.4 standard.

We deploy 18 Tmote Sky sensor nodes in a 3×6 grid with every two closest nodes separated
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by 1.5 feet. The sensor grid is placed in an office environment as shown in Figure 4.10.

By experimenting with real-world radios and environment, we can capture the impact of

Figure 4.10: Tmote Sky sensor node grid

channel fading and channel contention, as well as the impact of temporal link properties

(which did not discuss in Section 4.1).

We set the transmission power level of the sensor nodes to be 2 (out of a range from 1 to

31) such that every node can reliably communicates its immediate grid-neighbors. Similar

to the typical scenario studied in simulation, the base station is at one corner of the grid, and

nodes in the farthest 3×3 subgrid from the base station periodically generate information

units, with the inter-unit interval uniformly distributed between 5 seconds and 15 seconds.

The length of each information unit is 16 bytes, the maximum payload length is 102 bytes,

and the maximum allowable information delivery latency is 10 seconds.

Figure 4.11 shows the packing ratio in different messaging methods. Compared with

noPacking and simplePacking, intelliPacking improves the packing ratio by a factor of 5.25

and 3.5 respectively.
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Figure 4.12: Average number of transmissions and receptions per information unit received
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Accordingly, intelliPacking significantly improves the energy efficiency, as shown in

Figure 4.12. Compared with noPacking and simplePacking, intelliPacking reduces the

number of transmissions required for delivering an information unit by a factor of 3.07 and

1.71 respectively, and intelliPacking reduces the number of receptions per information unit

received by a factor of 3.22 and 1.85 respectively.

Because intelliPacking reduces the number of packet transmissions in the network, it

reduces the degree of channel contention. Accordingly, it improves messaging reliability

as shown in Figure 4.13. Compared with noPacking and simplePacking, intelliPacking

improves the messaging reliability by 12.92% and 12.77% respectively.

From the above study, we see that the experiments corroborate our observations in

simulation, even strengthening the observations by showing higher degree of improvement

in packing ratio, energy efficiency, and information delivery reliability.

4.4 Summary

Taking packet packing as an example of in-network processing, we studied application-

adaptive scheduling in detail. Based on the concept of scheduling utility, the algorithmic

framework for packing-oriented scheduling is generically applicable to other in-network

processing methods. Through simulation and experimentation, we have shown that our

design improves both energy efficiency and reliability in sensornet messaging.

While we have application-adaptive scheduling from the perspective of packet packing,

we believe our effort is only the first step toward application-adaptive scheduling in sensor-

nets. As applications evolve, we hope to enrich our design by taking into account other in-

network processing methods (e.g., information fusion) and application requirements (e.g.,

packet delivery reliability).
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CHAPTER 5

RELIABLE AND REAL-TIME DATA TRANSPORT

In this chapter, we study the ASC (for application-adaptive scheduling) component of

SMA from the perspective of application QoS requirements. More specifically, we study

transport control for event-detection applications, and we present the protocol Reliable

Bursty Convergecast (RBC) for reliable and real-time data transport.

5.1 Motivation

A typical application of wireless sensor networks is to monitor an environment (be it

an agricultural field or a classified area) for events that are of interest to the users. Usually,

the events are rare. Yet when an event occurs, a large burst of packets is often generated

that needs to be transported reliably and in real-time to a base station. One exemplary

event-driven application is demonstrated in the DARPA NEST field experiment “A Line in

the Sand” (simply called Lites hereafter) [14]. In Lites, a typical event generates up to 100

packets within a few seconds and the packets need to be transported from different network

locations to a base station, over multi-hop routes.

The high-volume bursty traffic in event-driven applications poses special challenges for

reliable and real-time packet delivery. The large number of packets generated within a short
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period leads to high degree of channel contention and thus a high probability of packet col-

lision. The situation is further exacerbated by the fact that packets travel over multi-hop

routes: first, the total number of packets competing for channel access is increased by a fac-

tor of the average hop-count of network routes; second, the probability of packet collision

increases in multi-hop networks due to problems such as hidden-terminals. Consequently,

packets are lost with high probability in bursty convergecast. For example, with the default

radio stack of TinyOS [7], around 50% of packets are lost for most events in Lites.

For real-time packet delivery, hop-by-hop packet recovery is usually preferred over end-

to-end recovery [86, 89]; and this is especially the case when 100% packet delivery is not

required (for instance, for bursty convergecast in sensor networks). Nevertheless, we find

issues with existing hop-by-hop control mechanisms in bursty convergecast. Via experi-

ments with a testbed of 49 MICA2 motes and with traffic traces of Lites, we observe that

the commonly used link-layer error control mechanisms do not significantly improve and

can even degenerate packet delivery reliability. For example, when packets are retransmit-

ted up to twice at each hop, the overall packet delivery ratio increases by only 6.15%; and

when the number of retranmissions increases, the packet delivery ratio actually decreases,

by 11.33%.

One issue with existing hop-by-hop control mechanisms is that they do not schedule

packet retransmissions appropriately; as a result, retransmitted packets further increase the

channel contention and cause more packet loss. Moreover, due to in-order packet deliv-

ery and conservative retransmission timers, packet delivery can be significantly delayed

in existing hop-by-hop mechanisms, which leads to packet backlogging and reduction in

network throughput. (We examine the details in Section 5.3.)
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On the other hand, the new network and application models of bursty convergecast in

sensor networks offer unique opportunities for reliable and real-time transport control:

• First, the broadcast nature of wireless channels enables a node to determine, by

snooping the channel, whether its packets are received and forwarded by its neigh-

bors.

• Second, time synchronization and the fact that data packets are timestamped relieve

transport layer from the constraint of in-order packet delivery, since applications can

determine the order of packets by their timestamps.

Therefore, techniques that take advantage of these opportunities and meet the challenges

of reliable and real-time bursty convergecast are desired. To this end, we design the proto-

col Reliable Bursty Convergecast (RBC) for reliable and real-time data transport in event-

detection applications.

In the remainder of this chapter, we describe our testbed and discuss the experiment

design in Section 5.2. In Section 5.3, we study the limitations of existing hop-by-hop

control mechanisms. We present the detailed design of RBC in Section 5.4, then we present

the experimental results in Section 5.5. We discuss how to extend the basic design to

support continuous event convergecast and to deal with queue congestion in Section 5.6.

We summarize this chapter in Section 5.7.

5.2 Testbed and experiment design

Towards characterizing the issues in making bursty convergecast both reliable and

timely, we conduct an experimental study. We choose experimentation as opposed to simu-

lation in order to gain higher fidelity and confidence in the observations. Before presenting

our study, we first describe our testbed and the experiment design.
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Testbed. We setup our testbed to reflect the field sensor network of Lites, and we use the

traffic trace for a typical event in Lites as the basis of our experiments.

The testbed consists of 49 MICA2 motes deployed in a grass field, as shown in Fig-

ure 5.1(a), where the grass is 2-4 inches tall.The 49 motes form a 7×7 grid with a 5-feet

(a) Environment (b) Grid topology

Figure 5.1: The testbed

separation between neighboring grid points, as shown in Figure 5.1(b) where each grid

point represents a mote. The mote at the left-bottom corner of the grid is the base station

to which all the other motes send packets. The 7×7 grid imitates a subgrid in the sensor

network of Lites.

The traffic trace (simply called Lites trace hereafter) corresponds to the packets gener-

ated in a 7×7 subgrid of the Lites network when a vehicle passes across the middle of the

Lites network. When the vehicle passes by, each mote except for the base station detects

the vehicle and generates two packets, which correspond to the start and the end of the

event detection respectively and are separated 5-6 seconds on average. Overall, 96 packets

are generated each time the vehicle passes by.9 The cumulative distribution of the number

9We could have chosen a traffic trace where fewer number packets are generated (e.g., when a soldier
with a gun passes by), but that would not serve as well in showing the challenges posed by huge event traffic
bursts.
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of packets generated during the event is shown in Figure 5.2. (Interested readers can find

the detailed description of the traffic trace in [8].)
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Figure 5.2: The distribution of packets generated in Lites trace

If we define the burst rate up to a moment in the event as the number of packets

generated so far divided by the time since the first packet is generated, the highest burst

rate in Lites trace is 14.07 packets/second. Given that the highest one-hop throughput is

about 42.93 packets/second for MICA2 motes with B-MAC (the latest MAC component

of TinyOS) and that, in multi-hop networks, even an ideal MAC can only achieve 1
4

of the

throughput that a single-hop transmission can achieve [62], the burst rate of Lites trace far

exceeds the rate at which the motes can push packets to the base station. Therefore, it is

a challenging task to deliver packets reliably and in real time in such a heavy-load bursty

traffic scenario.

Experiment design. To reflect the multi-hop network of Lites, we let each mote transmit

at the minimum power level by which two motes 10 feet apart are able to reliably commu-

nicate with each other, and the power level is 9 (out of a range between 1 and 255). We
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use the routing protocol LGR [24] in our testbed.10 LGR uses links that are reliable in the

presence of bursty traffic, and LGR spreads traffic uniformly across different paths to re-

duce wireless channel contention. Therefore, LGR provides a reliable and uniform packet

delivery service in bursty convergecast [24]. In our testbed, the number of hops in a path is

up to 6 and is 3.3 on average.

For each protocol we evaluate, we run the Lites trace 10 times and measure the average

performance of the protocol by the following metrics:

• Event reliability (ER): the number of unique packets received at the base station in

an event divided by the number packets generated for the event.

Event reliability reflects how well an event is reported to the base station.

• Packet delivery delay (PD): the time taken for a packet to reach the base station from

the node that generates it.

• Event goodput (EG): the number of unique packets received at the base station di-

vided by the interval between the moment the first packet is generated and the mo-

ment the base station receives any packet the last time.

Event goodput reflects how fast the traffic of an event is pushed from the network

to the base station. By definition, the optimal event goodput for Lites trace is 6.66

packets/second, which corresponds to the case where the packet delivery delay is 0

and all the packets are received by the base station.

• Node reliability (NR): the number of unique packets that are generated by a node and

received by the base station divided by the number of packets generated at the node.

10To focus on transport issues,we disable the “base-snooping” in LGR so that the base station does not
accept packets snooped over the channel.
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(Remark: The study in this chapter applies to cases where network topologies other than

grid and routing protocols other than LGR are used, since the protocols studied are appli-

cable to other network topologies and routing protocols.)

5.3 Limitations of two hop-by-hop packet recovery mechanisms

Two widely used hop-by-hop packet recovery mechanisms in sensor networks are syn-

chronous explicit ack and stop-and-wait implicit ack. We study their performance in bursty

convergecast as follows.

5.3.1 Synchronous explicit ack (SEA)

In SEA, a receiver switches to transmit-mode and sends back the acknowledgment im-

mediately after receiving a packet; the sender immediately retransmits a packet if the cor-

responding ack is not received after certain constant time. Using our testbed, we study the

performance of SEA when used with B-MAC [78, 7] and S-MAC [98]. B-MAC uses the

mechanism of CSMA/CA (carrier sense multiple access with collision avoidance) to con-

trol channel access; S-MAC uses CSMA/CA too, but it also employs RTS-CTS handshake

to reduce the impact of hidden terminals.

SEA with B-MAC. The event reliability, the average packet delivery delay, as well as the

event goodput is shown in Table 5.1, where RT stands for the maximum number of retrans-

Metrics RT = 0 RT = 1 RT = 2
ER (%) 51.05 54.74 54.63

PD (seconds) 0.21 0.25 0.26
EG (packets/sec) 4.01 4.05 3.63

Table 5.1: SEA with B-MAC in Lites trace
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missions for each packet at each hop (e.g., RT = 0 means that packets are not retransmitted).

The distribution of the number of unique packets received at the base station along time is

shown in Figure 5.3.
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Figure 5.3: The distribution of packet reception in SEA with B-MAC

Table 5.1 and Figure 5.3 show that when packets are retransmitted, the event reliability

increases slightly (i.e., by up to 3.69%). Nevertheless, the maximum reliability is still

only 54.74%, and, even worse, the event reliability as well as goodput decreases when the

maximum number of retransmissions increases from 1 to 2. (The above data is for B-MAC

with its default contention window size. We have conducted the experiment with different

contention window size of B-MAC, and we found that the performance pattern remains the

same.)

SEA with S-MAC. Unlike B-MAC, S-MAC uses RTS-CTS handshake for unicast trans-

missions, which reduces packet collisions. We evaluate SEA when it is used with S-MAC,

and the performance data is shown in Table 5.2 and Figure 5.4.
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Metrics RT = 0 RT = 1 RT = 2
ER (%) 72.6 74.79 70.1

PD (seconds) 0.17 0.183 0.182
EG (packets/sec) 5.01 4.68 4.37

Table 5.2: SEA with S-MAC in Lites trace
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Figure 5.4: The distribution of packet reception in SEA with S-MAC
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Compared with B-MAC, RTS-CTS handshake improves the event reliability by about

20% in S-MAC. Yet packet retransmissions still do not significantly improve the event

reliability and can even decrease the reliability.

Analysis. We find that the reason why retransmission does not significantly improve —

and can even degenerate — communication reliability is that, in SEA, lost packets are re-

transmitted while new packets are generated and forwarded, thus retransmissions, when

not scheduled appropriately, only increase channel contention and cause more packet col-

lision.11 The situation is further exacerbated by ack-loss (with a probability as high as

10.29%), since ack-loss causes unnecessary retransmission of packets that have been re-

ceived. To make retransmission effective in improving reliability, therefore, we need a re-

transmission scheduling mechanism that ameliorates retransmission-incurred channel con-

tention.

5.3.2 Stop-and-wait implicit ack (SWIA)

SWIA takes advantage of the fact that every node, except for the base station, forwards

the packet it receives and the forwarded packet can act as the acknowledgment to the sender

at the previous hop [70]. In SWIA, the sender of a packet snoops the channel to check

whether the packet is forwarded within certain constant threshold time; the sender regards

the packet as received if it is forwarded within the threshold time, otherwise the packet is

regarded as lost. The advantage of SWIA is that acknowledgment comes for free except

for the limited control information piggybacked in data packets.

11This is not the case in wireline networks and is due to the nature of wireless communications.
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We evaluate SWIA only with B-MAC, given that the implementation of S-MAC is not

readily applicable for packet snooping. The performance results are shown in Table 5.3 and

in Figure 5.5.

Metrics RT = 0 RT = 1 RT = 2
ER (%) 43.09 31.76 46.5

PD (seconds) 0.35 8.81 18.77
EG (packets/sec) 3.48 2.58 1.41

Table 5.3: SWIA with B-MAC in Lites trace

0 10 20 30
0

20

40

60

80

100

Time (seconds)

N
um

be
r o

f u
ni

qu
e 

pa
ck

et
s 

re
ce

iv
ed

RT = 0
RT = 1
RT = 2

Figure 5.5: The distribution of packet reception in SWIA with B-MAC

We see that the maximum event reliability in SWIA is only 46.5%, and that the reliabil-

ity decreases significantly when packets are retransmitted at most once at each hop. When

packets are retransmitted up to twice at each hop, the packet delivery delay increases, and

the event goodput decreases significantly despite the slightly increased reliability.
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Analysis. We find that the above phenomena are due to the following reasons. First, the

length of data packets is increased by the piggybacked control information in SWIA, thus

the ack-loss probability increases (as high as 18.39% in our experiments), which in turn in-

creases unnecessary retransmissions. Second, most packets are queued upon reception and

thus their forwarding is delayed. As a result, the piggybacked acknowledgments are de-

layed and the corresponding packets are retransmitted unnecessarily. Third, once a packet

is waiting to be acknowledged, all the packets arriving later cannot be forwarded even if the

communication channel is free. Therefore, channel utilization as well as system through-

put decreases, and network queuing as well as packet delivery delay increases. Fourth,

as in SEA, lack of retransmission scheduling allows retransmissions, be it necessary or

unnecessary, to cause more channel contention and packet loss.

5.4 Protocol RBC

To address the limitations of SEA and SWIA in bursty convergecast, we design protocol

RBC. In RBC, we design a window-less block acknowledgment scheme to increase channel

utilization and to reduce the probability of ack-loss. We also design a distributed contention

control scheme that schedules packet retransmissions and reduces the contention between

newly generated and retransmitted packets. Moreover, we design mechanisms to address

the challenges of bursty convergecast on timer-based retransmission (such as varying ack-

delay and timer-incurred delay).

Given that the number of packets competing for channel access is less in implicit-ack

based schemes than in explicit-ack based schemes, we design RBC based on the paradigm

of implicit-ack (i.e., piggybacking control information in data packets). We elaborate on
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RBC as follows. (Even though the mechanisms used in RBC can be applied in the explicit-

ack paradigm, we relegate the detailed study as our future work.)

5.4.1 Window-less block acknowledgment

In traditional block acknowledgment [20], a sliding-window is used for both duplicate

detection and in-order packet delivery.12 The sliding-window reduces network throughput

once a packet is sent but remains unacknowledged (since the sender can only send up to

its window size once a packet is unacknowledged), and in-order delivery increases packet

delivery delay once a packet is lost (since the lost packet delays the delivery of every packet

behind it). Therefore, the sliding-window based block acknowledgment scheme does not

apply to bursty convergecast, given the real-time requirement of the latter.

To address the constraints of traditional block acknowledgment in the presence of un-

reliable links, we take advantage of the fact that in-order delivery is not required in bursty

convergecast. Without considering the order of packet delivery, by which we only need to

detect whether a sequence of packets are received without loss in the middle and whether

a received packet is a duplicate of a previously received one. To this end, we design, as

follows, a window-less block acknowledgment scheme which guarantees continuous packet

forwarding irrespective of the underlying link unreliability as well as the resulting packet-

and ack-loss. For clarity of presentation, we consider an arbitrary pair of nodes S and R

where S is the sender and R is the receiver.

Window-less queue management. The sender S organizes its packet queue as (M + 2)

linked lists, as shown in Figure 5.6, where M is the maximum number of retransmis-

sions at each hop. For convenience, we call the linked lists virtual queues, denoted as

12Note that SWIA is a special type of block acknowledgment where the window size is 1.
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Figure 5.6: Virtual queues at a node

Q0, . . . , QM+1. The virtual queues are ranked such that a virtual queue Qk ranks higher

than Qj if k < j.

Virtual queues Q0, Q1, . . ., and QM buffer packets waiting to be sent or to be acknowl-

edged, and QM+1 collects the list of free queue buffers. The virtual queues are maintained

as follows:

• When a new packet arrives at S to be sent, S detaches the head buffer of QM+1, if

any, stores the packet into the queue buffer, and attaches the queue buffer to the tail

of Q0.

• Packets stored in a virtual queue Qk (k > 0) will not be sent unless Qk−1 is empty;

packets in the same virtual queue are sent in FIFO order.

• After a packet in a virtual queue Qk (k ≥ 0) is sent, the corresponding queue buffer

is moved to the tail of Qk+1, unless the packet has been retransmitted M times13 in

which case the queue buffer is moved to the tail of QM+1.

13Due to block-NACK, to be discussed in Section 5.4.3, a packet having been retransmitted M times may
be in a virtual queue other than QM .
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• When a packet is acknowledged to have been received, the buffer holding the packet

is released and moved to the tail of QM+1.

The above rules help identify the relative freshness of packets at a node (which is used in the

differentiated contention control in Section 5.4.2); they also help maintain without using

sliding windows the order in which unacknowledged packets have been sent, providing

the basis for window-less block acknowledgment. Moreover, newly arrived packets can

be sent immediately without waiting for the previously sent packets to be acknowledged,

which enables continuous packet forwarding in the presence of packet- and ack-loss.

Block acknowledgment & reduced ack-loss. Each queue buffer at S has an ID that is

unique at S. When S sends a packet to the receiver R, S attaches the ID of the buffer

holding the packet as well as the ID of the buffer holding the packet to be sent next. In

Figure 5.6, for example, when S sends the packet in buffer a, S attaches the values a and b.

Given the queue maintenance procedure, if the buffer holding the packet being sent is the

tail of Q0 or the head of a virtual queue other than Q0, S also attaches the ID of the head

buffer of QM+1, if any, since one or more new packets may arrive before the next enqueued

packet is sent in which case the newly arrived packet(s) will be sent first. For example,

when the packet in buffer c of Figure 5.6 is sent, S attaches the values c, d, and f .

When the receiver R receives a packet p0 from S, R learns the ID n′ of the buffer

holding the next packet to be sent by S. When R receives a packet pn from S next time,

R checks whether pn is from buffer n′ at S: if pn is from buffer n′, R knows that there is

no packet loss between receiving p0 and pn from S; otherwise, R detects that some packets

are lost between p0 and pn.

For each maximal sequence of packets pk, . . . , pk′ from S that are received at R without

any loss in the middle, R attaches to packet pk′ the 2-tuple 〈qk, qk′〉, where qk and qk′ are
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the IDs of the buffers storing pk and pk′ at S. We call 〈qk, qk′〉 the block acknowledgment

for packets pk, . . . , pk′ . When S snoops the forwarded packet pk′ later, S learns that all

the packets sent between pk and pk′ have been received by R. Then S releases the buffers

holding these packets. For example, if S snoops a block acknowledgment 〈c, e〉 when its

queue state is as shown in Figure 5.6, S knows that all the packets in buffers between c and

e in Q1 have been received, and S releases buffers between c and e, including c and e.

One delicate detail in processing the block acknowledgment 〈qk, qk′〉 is that after re-

leasing buffer qk, S will maintain a mapping qk ↔ qk′′ , where qk′′ is the buffer holding the

packet sent (or to be sent next) after that in qk′ . When S snoops another block acknowl-

edgment 〈qk, qn〉 later, S knows, by qk ↔ qk′′ , that packets sent between those in buffers

qk′′ and qn have been received by R; then S releases the buffers holding these packets, and

S resets the mapping to qk ↔ qn′′ , where qn′′ is the buffer holding the packet sent (or to

be sent next) after that in qn. S maintains the mapping for qk until S receives a block-

NACK [n′, n) (to be discussed in Section 5.4.3) or a block acknowledgment 〈q, q ′〉 where

q 6= qk, in which case S maintains the mapping for n or q respectively. Via the buffer

pointer mapped as above, the node S can process the incoming block acknowledgments

and block-NACKs. For convenience, we call the buffer being mapped to the anchor of

block acknowledgments. In the examples discussed above, buffers qk′′ and qn′′ have been

anchors once. We also call the packet in an anchor buffer an anchor packet. (The concepts

of anchor and anchor packet will be used in Section 5.6.)

In the above block acknowledgment scheme, the acknowledgment for a received packet

is piggybacked onto the packet itself as well as the packets that are received consecutively
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after the packet without any loss in the middle. Therefore, the acknowledgment is repli-

cated and the probability for it to be lost decreases significantly, by a factor of 2.07 in Lites

trace as analyzed in Appendix A.

Duplicate detection & obsolete-ack filtering. Since it is impossible to completely prevent

ack-loss in lossy communication channels, packets whose acknowledgments are lost will

be retransmitted unnecessarily. Therefore, it is necessary that duplicate packets be detected

and dropped.

To enable duplicate detection, the sender S maintains a counter for each queue buffer,

whose value is incremented by one each time a new packet is stored in the buffer. When S

sends a packet, it attaches the current value of the corresponding buffer counter. For each

buffer q at S, the receiver R maintains the counter value cq piggybacked in the last packet

from the buffer. When R receives another packet from the buffer q later, R checks whether

the counter value piggybacked in the packet equals to cq: if they are equal, R knows that

the packet is a duplicate and drops it; otherwise R regards the packet as a new one and

accepts it. The duplicate detection is local in the sense that it only requires information

local to each queue buffer instead of imposing any rule involving different buffers (such as

in sliding-window) that can degenerate system performance.

For the correctness of the above duplicate detection mechanism, we only need to choose

the domain size C for the counter value such that the probability of losing C packets in

succession is negligible. For example, for the high per-hop packet loss probability 22.7%

in the case of Lites trace, C could still be as small as 7, since the probability of losing 7

packets in succession is only 0.003%. (Given the small domain size for the counter value

as well as the usually small queue size at each node, the duplicate detection mechanism

does not consume much memory. For example, it only takes 36 bytes in the case of Lites.)
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In addition to duplicate detection, we also use buffer counter to filter out obsolete ac-

knowledgment. Despite the low probability, packet forwarding at R may be severely de-

layed, such that the queue buffers signified in a block acknowledgment have been reused

by S to hold packets arriving later. To deal with this, R attaches to each forwarded packet

the ID as well as the counter value of the buffer holding the packet at S originally; when S

snoops a packet forwarded by R, S checks whether the piggybacked counter value equals

to the current value of the corresponding buffer: if they are equal, S regards as valid the

piggybacked block acknowledgment; otherwise, S regards the block acknowledgment as

obsolete and ignores it.

Aggregated-ack at the base station. In sensor networks, the base station usually forwards

all the packets it receives to an external network. As a result, the children of the base

station (i.e., the nodes that forward packets directly to the base station) are unable to snoop

the packets the base station forwards, and the base station has to explicitly acknowledge

the packets it receives. To reduce channel contention, the base station aggregates several

acknowledgments, for packets received consecutively in a short period of time, into a single

packet and broadcasts the packet to its children. Accordingly, the children of the base

station adapt their control parameters to the way the base station handles acknowledgments.

5.4.2 Differentiated contention control

In wireless sensor networks where per-hop connectivity is reliable, most packet losses

are due to collision in the presence of severe channel contention. To enable reliable packet

delivery, lost packets need to be retransmitted. Nevertheless, packet retransmission may

cause more channel contention and packet loss, thus degenerating communication reliabil-

ity. Also, there exist unnecessary retransmissions due to ack-loss, which only increase
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channel contention and reduce communication reliability. Therefore, it is desirable to

schedule packet retransmissions such that they do not interfere with transmissions of other

packets.

The way the virtual queues are maintained in our window-less block acknowledgment

scheme facilitates the retransmission scheduling, since packets are automatically grouped

together by different virtual queues. Packets in higher-ranked virtual queues have been

transmitted less number of times, and the probability that the receiver has already received

the packets in higher-ranked virtual queues is lower (e.g., 0 for packets in Q0). Therefore,

we rank packets by the rank of the virtual queues holding the packets, and higher-ranked

packets have higher-priority in accessing the communication channel. By this rule, packets

that have been transmitted less number of times will be (re)transmitted earlier than those

that have been transmitted more, and interference between packets of different ranks is

reduced.

Window-less block acknowledgment already handles packet differentiation and

scheduling within a node, thus we only need a mechanism that schedules packet trans-

mission across different nodes. To reduce interference between packets of the same rank

and to balance network queuing as well as channel contention across nodes, inter-node

packet scheduling also takes into account the number of packets of a certain rank so that

nodes having more such packets transmit earlier.

To implement the above concepts, we define the rank rank(j) of a node j as 〈M −

k, |Qk|, ID(j)〉, where Qk is the highest-ranked non-empty virtual queue at j, |Qk| is the

number of packets in Qk, and ID(j) is the ID of j. rank(j) is defined such that 1) the

first field guarantees that packets having been transmitted fewer number of times will be

(re)transmitted earlier, 2) the second field ensures that nodes having more packets enqueued
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get chances to transmit earlier, and 3) the third field is to break ties in the first two fields. A

node with a larger rank value ranks higher. Then, the distributed transmission scheduling

works as follows:

• Each node piggybacks its rank to the data packets it sends out.

• Upon snooping or receiving a packet, a node j compares its rank with that of the

packet sender k. j will change its behavior only if k ranks higher than j, in which

case j will not send any packet in the following w(j, k)× Tpkt time. Tpkt is the time

taken to transmit a packet at the MAC layer, and w(j, k) = 4 − i, when rank(j)

and rank(k) differ at the i-th element of the 3-tuple ranks. w(j, k) is defined such

that the probability of all waiting nodes starting their transmissions simultaneously is

reduced, and that higher-ranked nodes tend to wait for shorter time. Tpkt is estimated

by the method of Exponentially Weighted Moving Average (EWMA).

• If a sending node j detects that it will not send its next packet within Tpkt time

(i.e., when j knows that, after the current packet transmission, it will rank lower

than another node), j signifies this by marking the packet being sent, so that the

nodes overhearing the packet will skip j in the contention control. (This mechanism

reduces the probability of idle waiting, where the channel is free but no packet is

sent.)

5.4.3 Timer management in window-less block acknowledgment

In window-less block acknowledgment, a sender S starts a retransmission timer after

sending a packet, and S retransmits the packet if S has not received the corresponding

ack when the timer times out. Retransmission timers directly affect the reliability and the

delay in packet delivery: large timeout values of timers tend to increase packet delivery
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delay, whereas small timeout values tend to cause unnecessary retransmissions and thus

decrease packet delivery reliability. To provide reliable and real-time packet delivery, we

design mechanisms to manage the timers in window-less block acknowledgment as fol-

lows. (Again, we consider a sender S and a receiver R.)

Dealing with varying ack-delay

When the receiver R receives a packet m from the sender S, R first buffers m in Q0.

The delay in R forwarding m depends on the number of packets in front of m in Q0. Since

the number of packets enqueued in Q0 keeps changing, the delay in forwarding a received

packet by R keeps changing, which leads to varying delay in packet acknowledgment.

Therefore, the retransmission timer at the sender S should adapt to the queuing condition

at R; otherwise, either lost packets are unnecessarily delayed in retransmission (when the

retransmission timer is too large) or packets are unnecessarily retransmitted even if they

are received (when the retransmission timer is too small).

To adaptively setting the retransmission timer for a packet, the sender S keeps track of,

by snooping packets forwarded by R, the length sr of Q0 at R, the average delay dr in R

forwarding a packet after the packet becomes the head of Q0, and the deviation d′
r of dr.

When S sends a packet to R, S sets the retransmission timer of the packet as

(sr + C0)(dr + 4d′
r)

where C0 is a constant denoting the number of new packets that R may have received since

S learned sr the last time (C0 depends on the application as well as the link reliability, and

C0 is 3 in our experiments). The reason why we use the deviation d′
r in the above formula

is that dr varies a lot in wireless networks in the presence of bursty traffic, in which case

the deviation improves estimation quality [49].
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At a node, each local parameter α (such as dr for node R) and its deviation α′ are

estimated by the method of EWMA as follows:

α← (1− γ)α + γα′′

α′ ← (1− γ′)α′ + γ′|α′′ − α|

where γ and γ ′ are weight-factors, and α′′ is the latest observation of α. Empirically, we

set γ = 1
8

and γ′ = 1
4

in RBC.

Alleviating timer-incurred delay

The packet retransmission timer calculated as above is conservative in the sense that it is

usually greater than the actual ack-delay [49]. This is important for reducing the probability

of unnecessary retransmissions, but it introduces extra delay and makes network resources

under-utilized [105].

To alleviate timer-incurred delay, we design the following mechanisms to expedite nec-

essary packet retransmissions and to improve channel utilization:

• Whenever the receiver R receives a packet m from buffer n of the sender S while R

is expecting (in the absence of packet loss) to receive a packet from buffer n′ of S, R

learns that packets sent between those in buffers n′ and n at S, including the one in

n′, are lost. In this case, R piggybacks a block-NACK [n′, n) onto the next packet it

forwards, by which the block-NACK can be snooped by S immediately.

When S learns the block-NACK [n′, n) from R, S resets the retransmission timers

to 0 for the packets sent between those in n′ and n (including the one in n′), and for

each of these packets, S moves the corresponding buffer to the tail of Qk−1 if the
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buffer is currently at Qk. Therefore, packets that need to be retransmitted are put into

higher-ranked virtual queues and are retransmitted quickly.14

• Whenever S learns that the virtual queue Q0 of R becomes empty, S knows that R

has forwarded all the packets it has received. In this case, S resets the retransmission

timers to 0 for those packets still waiting to be acknowledged, since they will not be

(due to either packet-loss or ack-loss).

Similarly, when S snoops the acknowledgment for a packet m, S resets the retrans-

mission timer to 0 for those packets that are sent before m but are still waiting to be

acknowledged.

• When a network channel is fully utilized, it should be busy all the time. Therefore,

if the sender S has packets to send, and if S notices that no packet is sent by any

neighboring node in a period of C1 × Tpkt time, S sends out the packet at the head

of its highest-ranked non-empty virtual queue, without considering the retransmis-

sion timer even if the packet is to be acknowledged. C1 is a constant reflecting the

desired degree of channel utilization and Tpkt is the time taken to transmit a packet

at the MAC layer. (This mechanism improves channel utilization without introduc-

ing unnecessary retransmissions because of the “differentiated contention control” in

RBC.)

5.5 Experimental results

We have implemented protocol RBC in TinyOS using B-MAC. In the implementa-

tion, the control logic takes 185 bytes of RAM when each node maintains a buffer capable

14The movement of NACKed packets affect the buffering order required by block-acknowledgment. There-
fore, NACKed packets are specially marked so that they are not mistakenly regarded as having been received;
the mark for a NACKed packet is reset after the packet is transmitted once more.
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of holding 16 packets, and the control information piggybacked in data packets takes 14

bytes.15 RBC has successfully provided reliable and real-time data transport in the sen-

sor network field experiment ExScal [12] where around 1,200 Mica2/XSM motes were

deployed to detect, track, and classify intruders.

We have also evaluated RBC in our testbed. In what follows, we discuss the perfor-

mance of RBC, compare RBC with SEA and SWIA, discuss the impact of the individual

components (i.e., window-less block acknowledgment and differentiated contention con-

trol) of RBC, and analyze the timing-shift of packet delivery in RBC.

Performance of RBC. Table 5.4 shows the performance results of RBC, and Figure 5.7

Metrics RT = 0 RT = 1 RT = 2
ER (%) 56.21 83.16 95.26

PD (seconds) 0.21 1.18 1.72
EG (packets/sec) 4.28 5.72 6.37

Table 5.4: RBC in Lites trace

shows the distribution of packet reception in RBC. From Table 5.4 and Figure 5.7, we

observe the following properties of RBC:

• The event reliability keeps increasing, in a significant manner, as the number of re-

transmissions increases. The increased reliability mainly attributes to reduced unnec-

essary retransmissions (by reduced ack loss and adaptive retransmission timer) and

retransmission scheduling.

15Comparatively, the control logic of SEA uses 150 bytes of RAM when each node maintains a buffer
capable of holding 16 packets, and each explicit ack packet takes 16 bytes for the MICA2 radio, including
the preamble, the synchronization-code, and the ack-code; the control logic of SWIA uses 68 bytes of RAM
when the packet buffer size is 16, and the control information piggybacked in data packets takes 8 bytes.
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Figure 5.7: The distribution of packet reception in RBC

• Compared with SWIA which is also based on implicit-ack, RBC reduces packet de-

livery delay significantly. This mainly attributes to the ability of continuous packet

forwarding in the presence of packet- and ack-loss and the reduction in timer-incurred

delay.

• The rate of packet reception at the base station and the event goodput keep increasing

as the number of retransmissions increases. When packets are retransmitted up to

twice at each hop, the event goodput reaches 6.37 packets/second, quite close to the

optimal goodput — 6.66 packets/second — for Lites trace.

Compared with SWIA, RBC improves reliability by a factor of 2.05 and reduces aver-

age packet delivery delay by a factor of 10.91. Compared to SEA with B-MAC (simply

referred to as SEA hereafter), RBC improves reliability by a factor of 1.74, but the average

packet delivery delay increases by a factor of 6.61 in RBC. Interestingly, however, RBC

still improves the event goodput by a factor of 1.75 when compared with SEA. The reason

is that, in RBC, lost packets are retransmitted and delivered after those packets that are

generated later but transmitted less number of times. Therefore, the delivery delay for lost
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packets increases, which increases the average packet delivery delay, without degenerating

the system goodput. The observation shows that, due to the unique application models in

sensor networks, metrics evaluating aggregate system behaviors (such as the event good-

put) tend to be of more relevance than metrics evaluating unit behaviors (such as the delay

in delivering each individual packet).

RBC compared with SEA and SWIA. To further understand protocol behaviors in the

presence of packet retransmissions, we conduct, as follows, a comparative study of RBC,

SEA, and SWIA for the case where packets are retransmitted up to twice at each hop.

Figure 5.8 compares the distribution of packet generation in Lites trace with the dis-
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Figure 5.8: The distributions of packet generation and reception

tributions of packet reception in SEA, SWIA, and RBC. We see that the curve for packet

reception in RBC smooths out and almost matches that of packet generation. In contrast,

many packets are lost in SEA despite the fact that the rate of packet reception in SEA is

close to that in RBC; packet delivery is significantly delayed in SWIA, in addition to the

high degree of packet loss.

Based on the grid topology as shown in Figure 5.1(b), Figures 5.9(a)-(c) show the node
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Figure 5.9: Node reliability

reliability in SEA, SWIA, and RBC respectively. Figure 5.10 shows the cumulative distri-
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Figure 5.10: Distribution of node reliability

bution of node reliability in SEA, SWIA, and RBC. We see that node reliability improves

significantly in RBC: only 4.17% of nodes have a node reliability less than 80% in RBC;

yet in SEA and SWIA, above 80% of nodes have a node reliability less than 80%.

Figure 5.11 shows the average node reliability in SEA, SWIA, and RBC as the number
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Figure 5.11: Node reliability as a function of routing hops

of routing hops (to the base station) increases. We see that the node reliability in RBC

is much higher than that in SEA and SWIA at every routing hop, and that the reliability

at the farthest hop in RBC is even greater than that at the closest hop in SEA and SWIA.

(Note that, in RBC, the reason why nodes 5 hops away from the base station have lower

average delivery rate than nodes 6 hops away can be due to the specific traffic pattern and

the difference among nodes’ hardware.)

Breakdown of RBC. To understand the individual impact of window-less block acknowl-

edgment and differentiated contention control in RBC, we evaluate the performance of

RBC without using differentiated contention control (i.e., RBC with window-less block ac-

knowledgment only). Table 5.5 shows the performance results. Comparing Table 5.5 with

Metrics RT = 0 RT = 1 RT = 2
ER (%) 54.90 77.19 82.29

PD (seconds) 0.22 1.12 1.52
EG (packets/sec) 4.04 4.13 4.12

Table 5.5: RBC without differentiated contention control
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Table 5.4, we observe the following:

• Differentiated contention control improves packet delivery performance even when

there is no retransmission (i.e., RT = 0). This is because the contention control re-

duces channel contention by prioritizing channel access according to the degree of

queue accumulation at different nodes.

• Without differentiated contention control, packet delivery reliability also improves

significantly when RT (maximum number of per-hop retransmissions) increases from

0 to 1, but the improvement becomes far less when RT increases from 1 to 2. This is

because differentiated contention control plays an increasingly important role when

RT (thus channel contention) increases.

Comparing Table 5.5 with Tables 5.1 and 5.3, we see that, with window-less block ac-

knowledgment alone, RBC significantly improves the packet delivery performance of SEA

and SWIA. The reasons are as follows:

• Compared with SEA, the channel contention is less in window-less block acknowl-

edgment because no explicit acknowledgment packet is generated (thus reducing the

number of packets in the network). Moreover, the intra-node packet prioritization

(via the queue management) in window-less block acknowledgment also improves

the packet delivery reliability.

• Compared with SWIA, window-less block acknowledgment improves packet deliv-

ery reliability by reducing ack-loss probability (and thus reducing unnecessary packet

retransmissions) and employing intra-node packet prioritization. Window-less block

acknowledgment also significantly reduces packet delivery delay by careful timer
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management and by enabling continuous packet transmission in the presence of

packet- and ack-loss.

Timing-shift of packet delivery. In this chapter, we focus on scenarios where packets

are timestamped and thus we do not need to precisely preserve the relative timing between

packets as it is when they are generated. Nevertheless, to characterize how RBC affects the

relative timing of packets, we measure the timing-shift of packet delivery as follows:

Given a packet P1 received at the base station, the timing-shift for P1 is calculated

as

|(R1 − R0)− (S1 − S0)|

where R1 denotes the time when P1 is received at the base station, R0 denotes the

time when a packet P0 is received at the base station immediately before P1, S1

denotes the time when P1 is generated at some node in the network, and S0 denotes

the time when P0 is generated at some node in the network.16 For convenience, we

set the timing-shift to 0 for the first packet received at the base station.

Based on the above definition, we find that the average timing-shift is 1.0035 second for

the packets received in the case of RBC, and that the average timing-shift is around 0.1698

second in both SEA and SWIA. Even though the timing-shift in RBC is predictably greater

than those in SEA and SWIA, it is still small enough for real-time event-driven applications

such as Lites and ExScal [12] where high-level decisions are based on data in the order of

seconds. (Note that, if need be, the timing-shift in packet delivery can be reduced by tuning

the queue management policy in window-less block acknowledgment. But the detailed

study is beyond the scope of this chapter.)

16In this definition, we do not consider the packets that are lost, only calculating the relative timing-shift
between packets that are received at the base station.
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5.6 Discussion

In this section, we discuss how to extend the basic design of RBC to support continuous

event convergecast, and how to avoid queue overflow via flow control.

5.6.1 Continuous event convergecast

In event-driven applications, events are mostly rare and well-separated in time. But it

may happen (though with relatively low probability) that several events happen continu-

ously during a period of time. In what follows, we first analyze the potential issues of the

basic RBC in supporting continuous event convergecast, then we extend RBC to solve the

challenges.

Starvation of orphan packets. In RBC, window-less block acknowledgment and differ-

entiated contention control ensures that packets having been transmitted fewer number of

times will be (re)transmitted earlier. This works without any problem in the case of single

event convergecast. In continuous event convergecast, however, fresh packets can be gener-

ated continuously as long as events keep occurring. Therefore, if RBC was applied without

any adaptation, packets that need to be retransmitted might be delayed in transmission or

never get the chance for channel access, since there might exist fresh packets at the node

itself or its neighbors most of the time; that is, the packets requiring retransmission may

starve in channel access.

On the other hand, not all queued packets will starve. To understand this, we divide the

queued packets into two categories (according to the order of their transmission relative to

the anchor packet17) as follows:

• Orphan packets: the packets sent earlier than the anchor packet.

17Defined in Section 5.4.1.
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We regard these packets as orphans in the sense that their acknowledgments or

NACKs have been lost. In the window-less block acknowledgment, orphan pack-

ets will not be acknowledged by the receiver any more, and they may starve if fresh

packets keep arriving.

• Awaiting packets: the packets sent later than the anchor packet.

We regard these packets as awaiting in the sense that they are yet to be ACKed

or NACKed, but the corresponding acknowledgment packet has not been received.

Given that nodes having fresh packets tend to have higher priority in channel access,

and that the probability of losing several ACK or NACK packets in succession is low

(e.g., 5.15% for losing 2 packets in Lites), the number of awaiting packets tend to be

small. Moreover, awaiting packets will either be quickly acknowledged or quickly

become orphan. If an awaiting packet is acknowledged, it will be released or moved

to Q0 for retransmission. Therefore, awaiting packets will not starve even if fresh

packets keep arriving.

Given that only orphan packets may starve in the case of continuous event convergecast,

we only need to adapt the packet scheduling of RBC to avoid starving orphan packets.

Probabilistic scheduling of orphan packets. One simple way to avoid starving orphan

packets is to always put them in Q0 once they become orphan. Nevertheless, one short-

coming of this approach is that the detection of new events may be delayed, because the

delivery of new packets is delayed. This becomes undesirable especially in the case of

incremental event detection where the first few packets related to an event should be deliv-

ered as soon as possible. Moreover, an orphan packet may have already been received (if

the packet becomes orphan because of ack loss).
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Therefore, we first analyze the importance of orphan packets in terms of the new infor-

mation they may carry (since there is no need to transmit an orphan packet if it has already

been received). To this end, we calculate the probability Ploss that an orphan packet has

not been received as follows: (Interested readers can check the detailed derivation in Ap-

pendix B.)

Ploss =

{

(1− (P ′
rbc)

k) p

p+P ′

rbc

if k > 0
p

p+P ′

rbc

if k = 0

where k is the number of times that an orphan packet has been retransmitted due to timeout

of retransmission timers, p is the packet loss rate, and P ′
rbc = p − p(1−3p+4p2−2p3)

1−p+p2 . In the

case of Lites [8], p = 22.7%. Then, Ploss is 71.86% and 65.47% for k = 0 and k = 1

respectively. Therefore, the probability that an orphan packet has been lost in previous

transmissions is high (e.g., up to 71.86% in Lites).

To take into account the probability that an orphan packet carrying new information,

we adapt the intra-node and inter-node packet scheduling of RBC as follows:

• Intra-node scheduling. In short, the scheduling is adapted so that an orphan packet

is regarded as a fresh packet with the probability that the packet has been lost. More

specifically, the adaptation is as follows:

– If the head packet pkt0 of the highest ranked non-empty virtual queue Qk (0 ≤

k ≤ M ) is ready for (re)transmission,18 the node S selects the head of the

orphan packets19 to transmit with the probability Ploss that the packet has not

been received. Accordingly, S selects packet pkt0 to transmit with probability

(1− P ′
loss).

18A packet is ready for transmission if it is in Q0 or if the retransmission timer associated with the packet
is 0.

19The orphan packets are organized as an ordered list via the window-less queue management. Moreover,
by the way RBC operates, the retransmission timers for orphan packets are 0.
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– If the head packet pkt0 of the highest ranked non-empty virtual queue Qk (0 ≤

k ≤ M ) is not ready for (re)transmission, S selects the head orphan packet to

transmit with probability 1.

• Inter-node scheduling. This relates to the distributed contention control in RBC.

Similar to intra-node scheduling, the definition of the node rank is adapted to regard

an orphan packet as one in Q0 with certain probability. More specifically, if a node

S has M orphan packets, then, in calculating its node rank, S regards these orphan

packets as (
∑M

i=1 Pi) number of packets in Q0, where Pi denotes the probability that

the i-th orphan packet has not been received.

Via the above adaptation to intra-node scheduling, we have

Theorem 1 (Freedom of packet accumulation) The orphan packets at a node do not ac-

cumulate indefinitely, as long as the packet loss rate along a link is less than 49.14%.

(Interested readers can check Appendix C for the proof.)

For routing in wireless sensor networks, reliable links are usually chosen (especially

for heavy-load bursty convergecast). In Lites, for instance, the average per-hop packet

delivery rate is still as high as 77.3 % despite the high channel contention. Therefore, it is

reasonable to assume that routing links do have packet delivery rate greater than 50.86%

(i.e., (100 - 49.14)%) in practice. Thus, the adpated intra-node scheduling not only prevents

orphan packets from starving but also guarantees that orphan packets do not accumulate

indefinitely. (In the worst case when some routing links happen to have reliability lower

than 50.86%, the mechanisms to be discussed in the next subsection can deal with the

problem of queue accumulation.)
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We have implemented the above extensions to RBC, and experimentally evaluated the

performance of the extended RBC in our testbed by injecting Lites traffic trace in succes-

sion. We observe the following:

• The performance (e.g., in event reliability and packet delivery delay) of the extended

RBC in continuous event convergecast is very similar to that of the basic RBC in

single event convergecast. Moreover, there are very few orphan packets (no more

than 1 per node on average) and they do not accumulate.

• In the case of single event convergecast, the extension does not degenerate the per-

formance of RBC. For instance, the difference between the extended and the basic

version of RBC in average event reliability is within 2%.

5.6.2 Flow control

In the presence of high traffic load, the packet queue at a node may accumulate and

overflow if the corresponding senders transmit too many packets in a short time. This issue

can be avoided by proper flow control, and has been well studied in [90, 47]. We have

implemented a simple hop-by-hop flow control mechanism (to work with RBC) as follows:

• When forwarding packets, a node piggybacks the number of free queue buffers at its

place.

• Whenever a sender S detects that the number Lr of free queue buffers at the receiver

R is below a threshold L, S will stop sending any packet in the following (L−Lr)×

de,R time. L is a constant chosen such that the probability of losing L packets in

succession is negligible (by which the sender will not fail to detect the congestion

state at the receiver), and de,R is the average interval between R releasing one buffer
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and the next one while there are packets enqueued at R. (R estimates de,R by the

method of EWMA.)

• After learning the number Lr of free buffers at the receiver R each time, the sender

S will send at most Lr packets to R in the following Lr × de,R time unless S snoops

another packet forwarded by R.

• To help relieve queue congestion, the nodes having less than L queue buffers are not

subject to the differentiated contention control.

Via testbed-based experiments and outdoor deployment in ExScal [12], the above mecha-

nism has been proved to be highly effective in avoiding queue overflow.

5.7 Summary

Unlike most existing literature on reliable transport in sensor networks that focuses on

periodic traffic, we have focused on bursty convergecast where the key challenges are reli-

able and real-time error control and the resulting contention control. To address the unique

challenges, we have proposed the window-less block acknowledgment scheme which im-

proves channel utilization and reduces ack-loss as well as packet delivery delay; we have

also designed mechanisms to schedule packet retransmissions and to reduce timer-incurred

delay, which are critical for reliable and real-time transport of bursty traffic. With its well-

tested support for reliable and real-time transport of bursty traffic, RBC has been applied

in the sensor network field experiment ExScal [12] where about 1,200 Mica2/XSM motes

were deployed.

From protocol RBC, we see that bursty convergecast not only poses challenges for re-

liable and real-time transport control, it also provides unique opportunities for protocol
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design. Tolerance of out-of-order packet delivery enables the window-less block acknowl-

edgment, which not only guarantees continuous packet delivery in the presence of packet-

and ack-loss but also facilitates retransmission scheduling. Overall, the unique network as

well as application models in sensor networks offer opportunities for new methodologies

in protocol engineering and are interesting areas for further exploration.

In designing RBC, we have focused on reliable bursty convergecast in event-driven

applications. Nevertheless, we believe some techniques of RBC (e.g., differentiated con-

tention control) can be applied to the case where data traffic is periodic or continuous.

Detailed study of this is beyond the scope of this chapter, and we regard it as a part of the

future work.
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CHAPTER 6

LOCALLY-STABILIZING SHORTEST PATH ROUTING

Having focused on addressing the challenges of wireless communication, resource con-

straints, and application diversity in the previous four chapters, we now turn our attention

to studying the challenges of complex faults and large system scale in sensornets. More

specifically, we study the modeling and algorithmic design issues related to scalable de-

pendability in the presence of complex faults and large system scale.

6.1 Motivation

A well-known ideal in networking is the ability to withstand failure or compromise of

one or more regions in a network without impacting a large part of the network. Yet, in

many instances, we find that even a small fault-perturbed region impacts a large part of

the network, as the effects of the faults propagate to and contaminate far away nodes. An

example is inter-domain routing in the Internet by the Border Gateway Protocol (BGP),

where faults at some edge routers can propagate across the whole Internet [59, 92].

Unbounded fault propagation decreases not only the availability of a network but also

its stability and scalability. Therefore, in large-scale networks such as the Internet and

the emerging wireless sensor networks [73, 92, 99], it is desirable that faults be contained

locally around the regions where they have occurred, and that the time taken for a system
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to stabilize is a function F of the size of the fault-perturbed regions instead of the size of

the system. We call this property F -local stabilization.

Local stabilization in routing. One problem where F -local stabilization is critical but

remains unsolved is the basic problem of shortest path routing in networks. Generally

speaking, there are two categories of routing protocols: link-state and distance-vector. In

link-state protocols, each node maintains the topological information of a whole network,

and F -local stabilization is impossible, since every single change in the network topology

has to be propagated to every node in the network. In distance-vector protocols, each node

only maintains the distance of and the next-hop on its shortest path to each destination in

the network. Thus, F -local stabilization is conceivable in distance-vector protocols.

Distance-vector (and its variant, path-vector) protocols for the Internet, such as Routing

Information Protocol (RIP) and BGP, have long been studied [46]. Distance-vector proto-

cols for mobile ad hoc networks, such as Destination Sequenced Distance-Vector (DSDV)

and Ad hoc On-Demand Distance-Vector (AODV), have also been proposed [74]. In de-

signing these protocols, researchers have typically concentrated on how to avoid routing

loops and the count-to-infinity problem. Local stabilization is not guaranteed: small-scale

local perturbations (such as memory overflow) can propagate globally across a whole net-

work, due to the diffusing nature of these protocols [92], and result in severe instability

[58, 92]. Moreover, the fault model has been typically limited to node and link faults such

as crash, repair, and congestion; state corruption is not considered. However, several kinds

of state corruption do arise as a result of misconfiguration and faulty software, and are

known to be major causes for routing instability [59, 84, 92]. And theoretically speaking,

even simple faults such as node crash and message loss, can drive a network into arbitrary
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states [52]. Therefore, F -local stabilization is desirable, and not only in the presence of

node/link crash, repair, and congestion but also in the presence of state corruption.

In the remainder of this chapter, we present the system, fault, and computation model

in Section 6.2. In Section 6.3, we define local stabilization, and analyze the properties

of locally stabilizing systems. We present our LSRP protocol that solves the problem of

local stabilization in shortest path routing in Section 6.4, and analyze its properties in Sec-

tion 6.5. In Section 6.6, we discuss the impact of network topology on local stabilization.

We summarize the chapter in Section 6.7.

6.2 Preliminaries

In this section, we present the system model, protocol notation, fault model, and com-

putation model adopted in our work.

System model. A system G is a connected undirected graph (V, E, W ), where V and E

are the set of nodes and the set of edges in the system respectively, and W is a positive

function that defines the weight of each edge in E. (W is also called the weight function

hereafter.) Each node in the system has a unique ID. If nodes i and j can communicate

with each other directly, then edge (i, j) is in E. For each edge (i, j) ∈ E, its weight is

denoted by w.i.j.

There is a clock at each node. The ratio of clock speeds between any two neighboring

nodes in the system is bounded from above by α, but no extra constraint on the absolute

values of clocks is enforced.

Message transmission between nodes is reliable, and message passing delay along an

edge is bounded from above and from below by U and L respectively.
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Protocol notation. We write protocols using a variant of the Abstract Protocol notation

[41]. At each node, the protocol consists of a finite set of variables and actions. Each

action consists of three parts: guard, guard hold-time, and statement. For convenience, we

associate a unique name with each action. Thus, an action has the following form:

〈name〉 :: 〈guard〉
d

−−−−→ 〈statement〉

The guard is either a boolean expression over the protocol variables of the node or a mes-

sage reception operation, d is the guard hold-time (d ≥ 0), and the statement updates zero

or more protocol variables of the node and/or sends out some message(s). If d = 0, we

write the action in the following form:

〈name〉 :: 〈guard〉 −→ 〈statement〉

For an action whose guard is a message reception operation, its guard hold-time must be 0.

For an action named a, its guard hold-time is denoted by d.a. An action a is enabled

at time t if the guard of a evaluates to true at t. An action a is executed at time t only if

a is continuously enabled from time (t − d.a) to t. To execute an action, its statement is

executed atomically.

Fault model. A node or an edge is up if it functions correctly, and it is down if it fail-stops.

In a system, nodes and edges that are up can fail-stop, nodes and edges that are down can

become up and join the system, the state of a node, i.e., the values of all the variables of the

node, can be corrupted, and the weight function can change.

The protocol actions of a node cannot be corrupted.

Computation model. The topology of a system G is the subgraph G′(V ′, E ′) of G(V, E)

such that V ′ = {i : i ∈ V ∧ i is up} and E ′ = {(i, j) : i ∈ V ′ ∧ j ∈ V ′ ∧ (i, j) ∈
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E ∧ (i, j) is up}. Due to faults, the system topology G′(V ′, E ′) may change in the sense

that the set of up nodes V ′ or the set of up edges E ′ changes over time. For example,

node i is removed from V ′ when node i fail-stops. To reflect changes in system topology

as well as weight function, we regard the state of G as the union of the current system

topology, the current weight function, the state of all the up nodes, and the message(s)

in the up edges (i.e., the messages that are sent but not yet received). At a system state

q, the system topology, the weight function, and the state of an up node i are denoted as

G.q(V.q, E.q), W.q, and q(i) respectively. Given a system topology G.q(V.q, E.q) and a

problem specification, there exist a set of legitimate system states, denoted as Ql(G.q).

A system computation β is either a finite sequence q0, (a1, t1), q1, (a2, t2), . . . , qn, or

an infinite sequence q0, (a1, t1), q1, (a2, t2), . . . , qr−1, (ar, tr), qr, . . . , of alternating system

states (i.e. q0, q1, . . .) and protocol actions (i.e. a1, a2, . . .), where (i) for every k ≥ 1,

tk ≤ tk+1, and each state transition qk−1, (ak, tk), qk means that the execution of action ak

at time tk changes the system state from qk−1 to qk; and (ii) for any two pairs (ak, tk) and

(ak′, tk′) in β (k 6= k′), if ak and ak′ are actions of the same node, then tk 6= tk′ (i.e., at

most one action can be executed at a node at any time). β is a finite sequence only if it

ends with a state qn, and there is no enabled action at qn. A subsequence γ of β is called a

computation segment if γ starts and ends with a state.

A system computation β can also be regarded as a sequence of rounds. A round is a

minimal computation segment γ that starts at a state qk (k ≥ 0) and, in γ, (i) every up node

that has an action a continuously enabled from some time t′ to (t′ + d.a), where t′ ≤ tk

and (t′ + d.a) ≥ tk, executes at least one action, and (ii) if a message is sent to a node i,

the action that receives the message must be executed at i. (We assume t0 is the time when

β starts.)
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6.3 Local stabilization: concepts and properties

In this section, we first define concepts related to local stabilization, which are generic

for networking and distributed computing problems, and then we present some notable

properties of F -local stabilizing systems.

6.3.1 Concepts related to local stabilization

In a distributed system, the variables that each node needs to maintain depend both on

the problem and on the protocol being used; some are inherent in the problem itself and

independent of the protocol being used, while others are dependent on the protocol. In the

problem of shortest path routing, for instance, every node has to maintain the distance and

the next-hop on its chosen shortest path to each destination: maintaining the distance is

necessary for a node to coordinate with others to find its shortest path to the destination,

and maintaining the next-hop is necessary for a node to forward packets to the destina-

tion. Therefore, the variables used to record the distance and the next-hop are inherent in

the problem of shortest path routing. We call variables that are inherent in the problem

problem-specific variables. At a system state q, the value of the set of problem-specific

variables at a node i is denoted as q(i.p).

Dependency among nodes & edges. Given a problem, a node may depend on another

node or edge in a distributed system, because, when faults occur to the latter, the former

may have to change the values of its problem-specific variables in order for the system

to converge to a legitimate state (i.e., to stabilize), no matter which protocol is used. For

example, in the problem of shortest path routing, every node whose only shortest path to a

destination goes through a node i or an edge e depends on i or e because it would have to

change the next-hop on its shortest path to the destination if i or e fail-stopped.
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In general, if some up nodes in a system have to adapt the values of their problem-

specific variables in order for the system to stabilize (irrespective of the state to which the

system stabilizes) after a set of nodes and edges fail-stop while the system is at a legitimate

state, we regard these up nodes as dependent upon the fail-stopped nodes and edges. Simi-

larly, if some existing nodes in a system have to adapt the values of their problem-specific

variables after a set of nodes and edges newly join the system while it is at a legitimate state,

we regard these existing nodes as dependent upon the newly-joining nodes and edges; for

convenience, we also regard the newly-joining nodes as dependent on themselves, since

they need to adapt the values of their problem-specific variables too.

Formally, given a set of nodes V ′, a set of edges E ′, and a legitimate state q, we define

the dependent set of V ′ and E ′ at q, denoted by Dq(V
′, E ′), as:































{k : k ∈ V.q ∧ (∀q′ : q′ ∈ Ql(G−)⇒ q′(k.p) 6= q(k.p))}
if V ′ ⊆ V.q and E ′ ⊆ E.q;

{k : k ∈ V.q ∧ (∀q′ : q′ ∈ Ql(G+)⇒ q′(k.p) 6= q(k.p))}∪
V ′

if V ′ ∩ V.q = E ′ ∩ E.q = ∅.

where G− is the system topology after V ′ and E ′ have fail-stopped, and G+ is the system

topology after V ′ and E ′ newly join the system, i.e., G− = (V.q \ V ′, E.q \ E ′), G+ =

(V.q ∪ V ′, E.q ∪ E ′).20 By definition, the dependent set Dq(V
′, E ′) denotes the minimum

set of nodes that are affected when the set of nodes V ′ and the set of edges E ′ fail-stop or

newly join the system while it is at state q. (Note that the definition also applies to changes

in link weight, since the weight change at a link can be regarded as the fail-stop of the link

with the old weight followed by the join of the link with the new weight.)

Considering the problem of shortest path routing, for example, Figure 6.1 represents a

legitimate state q. If node v11 and edge (v2, v12) fail-stop at q, all the other nodes except

20The node set V ′ and edge set E′ should be such that G− and G+ are valid graphs.

124



0

V11

2V

4

V

7V

3V 8V

6V

1V

4V

10V

5V

5
9

V14

V12
1

V13

2

3

4

5

1

3

2

4

5

6

In the figure, each circle represents a node
in the system, the string in a circle repre-
sents the ID of the node, node v2 is a des-
tination node, and the number besides each
circle represents the distance from that node
to v2. A directed edge < vi, vj > means
that vj is the next-hop on the chosen shortest
path from vi to v2, and an undirected dashed
edge (vi, vj) means that vi and vj are neigh-
bors in the system, but neither is vj on the
chosen shortest path from vi to v2, nor is vi

on the chosen shortest path from vj to v2.
For clarity of presentation, we assume that
the weight of each edge is 1.

Figure 6.1: A legitimate system state

for v2 in the system need to invalidate their distance values as well as their next-hops

on their paths to v2, since there exists no route from any node to v2 any more. Thus,

Dq({v11}, {(v12, v2)}) = {v1, v3, . . . , v10, v13, v14}. Similarly, if the edge (v2, v8) joins at

q, node v9 and the nodes in the subtree rooted at v8 need to change their distance values.21

Thus, Dq(∅, {(v2, v8)}) = {v8, v6, v5, v9, v1, v10, v4}.

Perturbation size. Therefore, a node j can be affected by a fault in two ways irrespective

of the protocols used: j is directly affected by a state corruption which occurs to j itself,

and j is indirectly affected by a non-state-corruption fault (such as fail-stop) which occurs

to a node or an edge that j depends on. Then, corresponding to each set of faults that leads

a system to an illegitimate state q, there is a set of nodes in V.q that are affected either

directly or indirectly by the faults, and the number of affected nodes denotes the degree

of perturbation by the faults. Given an illegitimate state q, it could have been reached in

21Note that nodes v8 and v9 also need to change their next-hops.
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different ways (i.e., from different legitimate states by different sets of faults), thus the

number of affected nodes at q depends on how the system reaches q by certain faults.

To characterize the minimum amount of work required to recover from the perturbation

at q, we define the perturbation size at q as the minimum number of affected nodes at q

considering all the possible ways q could have been reached. Formally,

Definition 1 (Perturbation size) The perturbation size at a system state q, denoted as

P (q), is minq′∈Ql
|Aq′ ∪ Bq′| where

Ql is the set of all possible legitimate system states,
Aq′ = {i : i ∈ (V.q ∩ V.q′) ∧ q(i) 6= q′(i)},
Bq′ = {i : i ∈ V.q ∧ (i ∈ V.q′ ⇒ q(i) = q′(i)) ∧

i ∈ (Dq′(V.q′ \ V.q, E.q′ \ E.q)∪
Dq′(V.q \ V.q′, E.q \ E.q′))}

If q is reached from a legitimate state q′ by some faults, Aq′ in the above definition de-

notes the set of nodes where state corruption occurred, and Bq′ denotes the set of nodes that

depend on some other nodes where certain non-state-corruption faults occurred. Intuitively,

the perturbation size at q equals to the minimum number of nodes in V.q whose states ei-

ther have been corrupted by some transient faults or the values of whose problem-specific

variables have to be changed in order for the system to stabilize. Thus, it also reflects the

minimum amount of work needed to correct a perturbation.

Given an illegitimate state q, there may exist two legitimate states q1 and q2 such that

|Aq1
∪Bq1

| = |Aq2
∪Bq2

| = P (q). Consider a consensus problem where all the nodes in a

system need to take the same value, for instance, at a state q where one half of the nodes in

the system take 3 and the other half take 4, there exist two legitimate states q1 and q2 such

that every node takes 3 at q1, every node takes 4 at q2, and |Aq1
∪ Bq1

| = |Aq2
∪ Bq2

| =

P (q) = k
2
, where k is the number of nodes in the system. To reflect the above situation,
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we define the set of potentially perturbed sets of nodes at state q, denoted by PP (q), as

{Aq′ ∪ Bq′ : q′ ∈ Ql ∧ |Aq′ ∪ Bq′| = P (q)}.

To illustrate the concept of perturbation size for the problem of shortest path routing,

let us consider scenarios when different faults occur while a system is at a legitimate state

q′ as shown in Figure 6.1:

• If a state corruption occurs to node v8, then the perturbation size at the state after the

corruption is 1 and the set of potentially perturbed set of node is {{v8}}, since only

v8 needs to change its state in order for the system to stabilize to the legitimate state,

and at least one node in the system needs to change its state in order for the system

to stabilize.

• If node v8 fail-stops, then the perturbation size is 3 and the set of potentially perturbed

set of nodes is {{v6, v5, v10}}, since nodes v6, v5, and v10 have to change their next-

hop on their shortest paths to v2, while all the other nodes in the system don’t need

to.

Local stabilization. Based on the protocol-independent concept of perturbation size which

reflects the minimum amount of work required for a system to stabilize from a state, we

define the concept of F -local stabilization which reflects the properties of protocols in the

presence of faults.

Definition 2 (F -local stabilization) A system G is F -local stabilizing if and only if

Starting at an arbitrary state q, every computation of G reaches a legitimate
state within F(P (q)) time, where F is a function and P (q) is the perturbation
size at state q.

If a system is F -local stabilizing and F is a linear function, we say that the system is

locally stabilizing (for simplicity).
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Given an F -local stabilizing system and a system computation β that starts at a state

q and reaches a legitimate state q′, the perturbed set of nodes at q, denoted as PN(q), is

defined as the maximal set of nodes that are in the same potentially perturbed set of nodes

at q and that change state from q to q′. Formally, PN(q) = {i : i ∈ V.q∧q(i) 6= q′(i)}∩S’,

where S’ ∈ PP (q) and |S’ ∩ {i : i ∈ V.q ∧ q(i) 6= q′(i)}| = maxS∈PP (q)|S ∩ {i : i ∈

V.q ∧ q(i) 6= q′(i)}|.

A node i is perturbed at q if i ∈ PN(q), otherwise, it is healthy at q. A node is

contaminated if it is healthy at q and if the node executes at least one protocol action

during stabilization. Then, the range of contamination, denoted by Rc(q), is defined as

the the maximum hop-distance from the set of contaminated nodes to the perturbed set of

nodes PN(q). That is,

Rc(q) = maxi∈Sc
hops(i, PN(q))

where
Sc = {i : i ∈ V.q ∧ i is healthy at q ∧ some protocol

action is executed at i during stabilization},
hops(i, PN(q)) = minj∈PN(q) hops(i, j, G.q),
hops(i, j, G.q) = the number of hops in the shortest

path between i and j in G.q.

By definition, the range of contamination Rc(q) denotes the distance to which the pertur-

bation at q propagates during stabilization, thus Rc(q) should be 0 ideally or be a function

of the perturbation size at q in practice.

6.3.2 Properties of F -local stabilizing systems

A set of nodes S are contiguous at a system state q if S ⊆ V.q and the subgraph of

G.q(V.q, E.q) on S is connected, i.e., the graph G′(V ′, E ′) is connected, where V ′ = S

and E ′ = {(i, j) : i ∈ S∧ j ∈ S∧ (i, j) ∈ E.q}. A maximal set of perturbed nodes that are
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contiguous is called a perturbed region. Then the following properties hold for a F -local

stabilizing system G:

• Starting at an arbitrary state q, the maximum distance that faults can propagate out-

ward from the perturbed regions is O(F(P (q))), i.e., the range of contamination is

O(F(P (q))). Therefore, every node that is ω(F(P (q))) hops away from the per-

turbed regions at state q will not be contaminated by the perturbation. (This claim

comes from the observation that the time taken for a distributed algorithm to stabilize

is at least proportional to the distance information propagates in the algorithm.)

• Starting at an arbitrary state q where the perturbed regions are ω(F(P (q))) hops

away from one another, the stabilization of one perturbed region is independent of

and concurrent with that of the other perturbed regions, and the time taken for the

system to stabilize only depends on the size of the largest perturbed region.

• The availability of an F -local stabilizing system is high in the sense that it stabi-

lizes quickly after perturbations and the impact of perturbations is contained locally

around where they occur.

6.4 Protocol LSRP

In this section, we first specify the problem of local stabilization in shortest path routing.

Then we explain the limitations of existing distance-vector routing protocols, present the

protocol concepts underlying LSRP, and finally present the design of LSRP.
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6.4.1 Problem statement

The problem is to design a protocol that, given a system G(V, E, W ) and a destination

node r ∈ V , constructs and maintains a spanning tree TG (called shortest path tree) of G

that meets the following requirements:

• Node r is the root of the shortest path tree TG;

• (∀i : i ∈ V ⇒ dist(i, r, TG) = dist(i, r, G)), where dist(i, r, TG) and dist(i, r, G)

are the minimum distance between nodes i and r in TG and G respectively; (that is,

the path from every node i to r in TG is a shortest path between i and r in G.)

• The system G is F−local stabilizing.

6.4.2 Fault propagation in existing distance-vector protocols

Existing distance-vector routing protocols are based on the distributed Bellman-Ford

algorithm [46, 67]. In these protocols, each node i maintains the distance, denoted as d.i,

of and the next-hop, denoted as p.i, on its shortest path to each destination. For a destination

r, if node j is a neighbor of i and d.j = min{d.k : k is a neighbor of i}, i will choose j as

the next hop on its shortest path to r (i.e., set p.i to j) and set d.i to d.j +w.i.j. However, in

these protocols, faults cannot be contained around where they have occurred, and F -local

stabilization is not guaranteed, which results in routing instability.

One example is shown in Figure 6.2. For the same system in Figure 6.1, Figure 6.2(a)

represents a system state where the state of node v8 is corrupted such that d.v8 = 1. Ide-

ally, v8 should correct its state such that d.v8 = 3, and all the other nodes in the sys-

tem remain unaffected by the state corruption at v8. However, in existing distance-vector

routing protocols, it is possible that nodes v6 and v5 detect the change of d.v8 before v8
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Figure 6.2: Example of fault propagation in existing distance-vector routing protocols

corrects its state. Then both v6 and v5 will change their state correspondingly such that

d.v6 = d.v5 = d.v8 + 1 = 2. And the same happens at nodes v9, v1, v10, and v4. Therefore,

the fault at v8 propagates to nodes v6, v5, etc., and the perturbed system state after the fault

propagation from v8 is shown in Figure 6.2(b). Even though the system will stabilize to a

legitimate state later, nodes far away from v8, such as v4 and v9, have been contaminated

by the state corruption at v8, and the time taken for the system to stabilize depends on the

diameter of the system instead of the perturbation size. Furthermore, node v9 has changed

its route to destination v2 because of the fault propagation, which leads to route flapping, a

severe kind of routing instability.

6.4.3 Protocol concepts

In the example shown in Figure 6.2, the state corruption at v8 can propagate far away

until it reaches the leaves of the shortest path tree, and the time taken for the system to
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stabilize depends on its diameter instead of the perturbation size. The reasons for the

unbounded fault propagation and slow stabilization are as follows:

• First, the distance value of v8 (i.e., d.v8) is corrupted to be smaller than it should be

at any legitimate state;

• Second, before v8 corrects its corrupted state, v6 as well as v5 detects that d.v8 de-

creases. Because neither v6 nor v5 knows that the new state of v8 is a corrupted one,

both v6 and v5 update their state according to the corrupted state of v8, and the state

corruption at v8 propagates to its neighbors v6 and v5. Then, the same thing that has

happened to v6 and v5 happens to the neighboring nodes of v6 and v5, and so on.

• Third, after detecting that its state has been corrupted, v8 corrects its state (i.e., sets

d.v8 to 3). Then, its neighbors v6 and v5 correct their corrupted states, and so on.

However, this “correction” action is unable to catch up with the “fault propagation”

action that propagates the initial corruption at v8. Therefore, the initial corruption at

v8 is propagated far away until it reaches the leaves of the shortest path tree, hence

the time taken for the system to stabilize depends on the system diameter instead of

the perturbation size at the initial state.

In short, the reason why faults propagate and local stabilization is violated is that the

“correction” action always lags behind the “fault propagation” action. Therefore, one ap-

proach to contain faults locally and achieve local stabilization is to guarantee that the node

that is the source of fault propagation (for example, node v8) will detect the existence of

fault propagation, and initiate a “containment” action that can catch up with and stop the

“fault propagation” action before faults propagate far away. We develop this approach as

follows.
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Layering of diffusing waves. In shortest path routing, the system computation is a diffus-

ing computation by which nodes in the system learn their routes to a destination gradually.

To achieve local stabilization, we design our protocol LSRP by layering the diffusing com-

putation into three diffusing waves: the stabilization wave, the containment wave, and the

super-containment wave (see Figure 6.3). Faults in a stabilization wave are contained by

Stabilization Wave

Containment Wave

Super−containment Wave

Figure 6.3: Layering of diffusing waves in shortest path routing

a containment wave, faults in a containment wave are contained by a super-containment

wave, and each super-containment wave self-contains. To enable the above fault contain-

ment, containment waves propagate faster than stabilization waves, and super-containment

waves propagate faster than containment waves.

The stabilization wave is a diffusing computation that implements the basic distributed

Bellman-Ford algorithm with some changes to cooperate with the containment wave. A

stabilization wave can propagate the “correction” action that enables a system to converge

to a legitimate state, but a mistakenly initiated stabilization wave can propagate faults far

away from where they initially occurred, as shown in Figure 6.2. To prevent a mistakenly

initiated stabilization wave from propagating faults unboundedly, the containment wave is

introduced.
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Containing the stabilization wave. To enable fault containment and local stabilization,

the source of fault propagation should detect the existence of the propagation and initiate a

containment wave to stop it. In shortest path routing, each node chooses as its next-hop the

neighbor that offers the least distance to the destination. Therefore, only “small distance

value” propagates in distance-vector routing: if the distance value of a node is corrupted to

be less than it could have been (via the distance value offered by the neighbors of the node),

it is highly likely that a neighboring node will propagate the corrupted value by choosing

the corrupted node as its next-hop; in contrast, if the distance value of a node is corrupted

to be greater than it could have been, it is less likely that a neighboring node will propagate

the corrupted value.

Therefore, we regard a node as a “potential source of fault propagation” (simply called

source of fault propagation hereafter) if its distance value is less than what its neighboring

nodes could have provided. Formally, a node i is a source of fault propagation if, for every

neighboring node j of i that is not involved in any containment wave, d.j + w.i.j > d.i

holds, and either i is not the destination node, or d.i is not equal to 0. For example, node v8

in Figure 6.2(a) is a source of fault propagation.

Whenever a node detects itself being a source of fault propagation, the node initiates a

containment wave to stop the stabilization wave, if any, which has propagated the corrupted

state of the node. The containment wave propagates along the same path as that by the

stabilization wave. Since the containment wave propagates faster than the stabilization

wave, it is able to catch up with and stop the stabilization wave.

Nevertheless, a containment wave can be mistakenly initiated due to state corruption.

For example, in Figure 6.1, if the state of v11 is corrupted such that d.v11 = 2, node v13

will become a source of fault propagation and a containment wave will be initiated by v13.
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To prevent a mistakenly initiated containment wave from propagating unboundedly, the

super-containment wave is introduced.

Fault tolerance of the containment wave. A node that has mistakenly initiated a con-

tainment wave will detect that it should not have initiated the containment wave after the

perturbed regions have stabilized. Then it will initiate a super-containment wave that

propagates along the same paths as those by the mistakenly initiated containment wave.

Since the super-containment wave propagates faster than the containment wave, the super-

containment wave will catch up with and stop the containment wave.

For the above wave-layering approach to work, the super-containment wave must self-

stabilize itself locally upon perturbations; otherwise, there would be no end to the layering

procedure. This is achieved by ensuring that the super-containment wave only uses vari-

ables defined for the stabilization wave and containment wave, and no extra variable is

introduced for the super-containment wave.

Loop freedom. In the basic distributed Bellman-Ford algorithm, loops can form during

stabilization, which leads to the bouncing effect and count-to-infinity problem [46] that

delay the stabilization of a system and violate the time constraint of local stabilization.

Therefore, in order to circumvent these two problems, our protocol avoids forming loops

during stabilization, which, together with local fault containment, guarantees that the sta-

bilization time is a function of the perturbation size in the worst case. Interestingly, loops

can be avoided during stabilization just via the containment wave. The intuition is that a

node that can select one of its descendants as its new parent (i.e. its next-hop) in the ba-

sic distributed Bellman-Ford algorithm becomes a source of fault propagation according

to our definition. Therefore, a containment wave will be initiated at such a node, which

guarantees loop freedom because no loop is formed in any containment wave.
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6.4.4 The design of LSRP

The protocol LSRP (Locally Stabilizing shortest path Routing Protocol) is shown in

Figure 6.4, where the constants, variables, and protocol actions for each node i in a system

are presented.

Constants. LSRP uses five constants: r, ds, dc, dsc, and dsyn. r is the ID of the destination

node in a system to which all the other nodes in the system need to find the shortest path; ds,

dc, and dsc are used to control the propagation speed of the stabilization wave, containment

wave, and super-containment wave respectively; and Isyn is used to control the frequency

of information update between neighboring nodes.

Variables. As in existing distance-vector routing protocols, each node i maintains the two

variables d.i and p.i, where d.i records the distance from i to r, and p.i records the next-

hop on the shortest path from i to r (i.e., the parent of i in the shortest path tree rooted at

r). (Note that, by definition, d.i and p.i are the only problem-specific variables for a node

i in LSRP.) To achieve local stabilization, each node i also maintains a boolean variable

ghost.i. ghost.i is true if node i is being involved in a containment wave.

To enable inter-node coordination, i maintains “mirror” variables d.i′.i, p.i′.i, and

ghost.i′.i for each neighbor i′, which denote i’s knowledge of the latest values of d.i′,

p.i′, and ghost.i′ respectively. (For convenience in presentation, we also regard d.i.i as

d.i, p.i.i as p.i, and ghost.i.i as ghost.i.) To control the frequency of information update

between neighboring nodes, variable t.i is used to denote the time when i broadcasts the

values of d.i, p.i, and ghost.i last time.
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Protocol LSRP.i

Constant r : node-id
ds, dc, dsc, Isyn : real

Var d.i, d.i′.i (i′ ∈ N.i) : integer
p.i, p.i′.i (i′ ∈ N.i) : node-id
ghost.i, ghost.i′.i (i′ ∈ N.i) : boolean
t.i : real
k : node-id

Parameter j : node-id
Actions
〈S1〉 :: MP.i ∧ p.i 6= i −→ p.i := i;

t.i := CLK.i; send m(p.i) to N.i

[]

〈S2〉 :: SW.i.j ∧ ¬ghost.j.i
ds−−−−−→ d.i, p.i := d.j.i + w.i.j, j;

ghost.i := false;
t.i := CLK.i; send m(d.i, p.i, ghost.i) to N.i

[]
∗ ∗ ∗

〈C1〉 :: ¬ghost.i ∧ (SP.i ∨ CW.i)
dc−−−−−→ ghost.i := true;

if SP.i → p.i := i fi;
t.i := CLK.i; send m(p.i, ghost.i) to N.i

[]
〈C2〉 :: ghost.i ∧ ¬(∃k : k ∈ N.i ∧ p.k.i = i ∧ d.k.i = d.i + w.i.k) −→

ghost.i := false;
if i = r → d.i, p.i := 0, i

[]
i 6= r ∧ PS.i.j → d.i, p.i := d.j.i + w.i.j, j

[]
i 6= r ∧ ¬(∃k : PS.i.k) → d.i, p.i :=∞, i

fi;
t.i := CLK.i; send m(d.i, p.i, ghost.i) to N.i

[]
∗ ∗ ∗

〈SC〉 :: ghost.i ∧ SCW.i
dsc−−−−−→ ghost.i := false;

if p.i = i →
do d.k.i + w.i.k = d.i ∧ SW.i.k → p.i := k od;

fi;
t.i := CLK.i; send m(ghost.i) to N.i

[]
∗ ∗ ∗
〈SYN1〉 :: (t.i + Isyn ≤ CLK.i) ∨ (t.i > CLK.i) −→ t.i := CLK.i; send m(d.i, p.i, ghost.i) to N.i

[]
〈SYN2〉 :: rcv m from j −→ update d.j.i, p.j.i, and/or ghost.j.i accordingly

Figure 6.4: LSRP: local stabilization in shortest path routing
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For clarity of presentation, we let N.i be the set of neighboring nodes of i, we let CLK.i

be the clock value of i, and we let w.i.i be∞ (i.e., there is no self-loop). A dummy variable

k is also used.

Protocol actions. As discussed in Section 6.4.3, the diffusing computation in LSRP con-

sists of three diffusing waves: the stabilization wave, the containment wave, and the super-

containment wave. These diffusing waves are implemented in LSRP as follows:

• Actions S1 and S2 implement the stabilization wave. More specifically, S2 imple-

ments the distributed Bellman-Ford algorithm; S1 guarantees that the next-hop of a

node i (i.e., p.i) is consistent with the information within its neighborhood (i.e., S1 is

introduced to guarantee self-stabilization).

• Actions C1 and C2 implement the containment wave. To enable a super-containment

wave to trace a mistakenly initiated containment wave by the parent-child relation-

ship between neighboring nodes, each containment wave is a round procedure con-

sisting of a phase of propagating outward and a phase of shrinking back. Action

C1 implements the phase of propagating outward which is to stop the corresponding

stabilization wave, and action C2 implements the phase of shrinking back after the

stabilization wave has been stopped.

• Action SC implements the super-containment wave. The super-containment wave

propagates along the path signified by the parent-child relationship maintained in the

corresponding containment wave.

The propagation speed of a diffusing wave is controlled by the guard hold-time of the

actions implementing the wave. To guarantee that containment waves propagate faster than

stabilization waves and that super-containment waves propagate faster than containment
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waves in the presence of clock drift as well as message passing delay, the guard hold-time

ds, dc, and dsc used in LSRP should be such that ds > α · (dc + U), dc > α · (dsc + U), and

dsc ≥ 0. (For clarity of presentation, we relegate the detailed reasoning to [16].)

To update information between neighboring nodes, actions SYN1 and SYN2 are used.

We further elaborate on the protocol actions as follows.

Stabilization wave. By implementing the distributed Bellman-Ford algorithm with some

changes to cooperate with containment wave, the stabilization wave guarantees that a sys-

tem eventually stabilizes to a legitimate state.

Action S1: if node i is a minimal point (i.e., MP.i = true) but p.i 6= i, it sets p.i to i. Then,

i sets t.i to its current clock value, and broadcasts the new value of p.i to its neighbors.

MP.i is defined as

(i = r ∧ d.i = 0) ∨ (ghost.i ∧ SP.i), where SP.i =
true if i is a source of fault propagation.

That is, a node i is a minimal point if it is the destination node and d.i = 0, or if it has

initiated a containment wave that has not finished.

Action S2: if node i should propagate a stabilization wave from node j (i.e., SW.i.j =

true) that is not being involved in any containment wave, and this condition continuously

held in the past ds time, then i sets j as its parent, and sets d.i, ghost.i to d.j.i + w.i.j,

false respectively. Also, i sets t.i to its current clock value, and broadcasts the new values

of d.i, p.i, and ghost.i to its neighbors.

SW.i.j is defined as

j ∈ N.i ∧ d.j.i + w.i.j ≤ d.i ∧
(∀k : k ∈ N.i⇒ d.j.i + w.i.j ≤ d.k.i + w.i.k) ∧
((j 6= p.i ∧ (p.i ∈ N.i ∧ ¬ghost.(p.i).i⇒

d.j.i + w.i.j < d.(p.i).i + w.i.(p.i)))
∨
(j = p.i ∧ d.i 6= d.j.i + w.i.j))
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That is, node i should propagate a stabilization wave from node j if

◦ j is the neighbor of i via which the distance value of i is the smallest; and

◦ if j is not the current parent of i, then the distance value of i via j is less than that via

p.i unless p.i is not a neighbor of i or is involved in a containment wave; if j is the

current parent of i, then the distance value of i is not equal to that of j plus w.i.j.

However, node i should not propagate any stabilization wave from j if j is being in-

volved in a containment wave, since the state of any node being involved in a containment

wave is corrupted.

Containment wave. The containment wave prevents a stabilization wave from propagating

faults far away from where they have occurred.

Action C1: if node i is not being involved in any containment wave (i.e., ghost.i = false),

but it is either a source of fault propagation (i.e., SP.i = true) or it should propagate a

containment wave from its parent (i.e., CW.i = true), and this condition continuously held

in the past dc time, then i sets ghost.i to true in order to initiate or propagate a containment

wave. Moreover, if i is a source of fault propagation, it sets p.i to i.22 Then, i sets t.i to its

current clock value, and broadcasts the new values of p.i and ghost.i to its neighbors.

SP.i is defined as

(∀j : j ∈ N.i ∧ ¬ghost.j.i⇒ d.j.i + w.i.j > d.i) ∧
((i 6= r ∧ d.i 6=∞∧ d.i 6= d.(p.i).i + w.i.(p.i)) ∨
(i = r ∧ d.i 6= 0))

That is, a node i is a source of fault propagation if none of its neighbors that are not involved

in any containment wave can offer i a distance value that is no greater than what i currently

22Conceptually, when i is a source of fault propagation, it is a local minimum in terms of distance values
and no neighbor can act as its next-hop by providing a smaller distance to the destination. Therefore, i sets
p.i to i. By this design, the destination node r can “stabilize” p.r to r when d.r 6= 0; a node i that is in a loop
(e.g., due to state corruption) can break the loop within constant time by setting p.i to itself.
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has, and either i is not the destination node and its distance value is not consistent with that

of its parent, or i is the destination node and its distance value is not 0.

CW.i is defined as

p.i ∈ N.i ∧ ghost.(p.i).i ∧ d.i = d.(p.i).i + w.i.(p.i) ∧
¬(∃k : k ∈ N.i ∧ ¬ghost.k.i ∧ d.k.i + w.i.k ≤ d.i)

That is, a node i should propagate a containment wave from its parent p.i if p.i is a neighbor

of i and is involved in a containment wave, i has copied the corrupted distance value of p.i

(i.e., d.i = d.(p.i).i + w.i.(p.i)), and i does not have a neighbor k that is not involved in

any containment wave and can offer i a distance value smaller than what i currently has.

Action C2: if node i is involved in a containment wave, but i has no child k that is perturbed

due to the state corruption at i (i.e., p.k.i = i and d.k.i = d.i + w.i.k), then i sets ghost.i

to false, and

◦ if i is the destination node, then i sets d.i and p.i to 0 and i respectively;

◦ if i is not the destination node, then i sets d.i and p.i to d.j.i+w.i.j and j respectively,

if there exists a parent substitute j of i (i.e., PS.i.j = true); otherwise, i sets d.i and

p.i to∞ and i respectively to guarantee loop freedom during stabilization.

PS.i.j is defined as

j ∈ N.i ∧ ¬ghost.j.i ∧ p.j.i 6= i ∧
d.j.i + w.i.j ≤ d.i ∧
(∀k : k ∈ N.i ∧ ¬ghost.k.i⇒

d.j.i + w.i.j ≤ d.k.i + w.i.k)

That is, node j is a parent substitute of i if j is not a child of i, and, among all the

neighbors of i that are not involved in any containment wave, j offers i the smallest

distance value that is no greater than what i currently has.
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Also, i sets t.i to its current clock value, and broadcasts the new values of d.i, p.i, and

ghost.i to its neighbors.

Action C2 guarantees that a containment wave will shrink back to its initiator after the

containment wave has caught up with and stopped the stabilization wave that propagates

the faults which initially occurred at the initiator of the containment wave.

Super-containment wave. The super-containment wave prevents a mistakenly initiated

containment wave from propagating unbounded, and corrects faults in the containment

wave.

Action SC: if node i is involved in a containment wave (i.e., ghost.i = true), but it should

initiate or propagate a super-containment wave from its parent (i.e., SCW.i = true), and

this condition continuously held in the past dsc time, then i sets ghost.i to false. Moreover,

if i has set p.i to itself because it was a source of fault propagation, i recovers its parent

immediately. Then, i sets t.i to its current clock value, and broadcasts the new value of

ghost.i to its neighbors.

SCW.i is defined as

(i = r ∧ d.i = 0) ∨
(i 6= r ∧ ¬SP.i ∧ (p.i 6= i⇒ ¬ghost.(p.i).i))

That is, i should initiate or propagate a super-containment wave if

◦ it is the destination node and d.i = 0; or

◦ it is not the destination node, and neither is it a source of fault propagation nor is its

parent involved in any containment wave.

Information update. Actions SYN1 and SYN2 guarantee that the values of mirror variables

d.i′.i, p.i′.i, and ghost.i′.i at node i stabilize to those of d.i′, p.i′, and ghost.i′ for every

neighbor i′ of i.
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Action SYN1: if i did not broadcast the values of d.i, p.i, and ghost.i in the past Isyn time

(i.e., t.i + Isyn ≤ CLK.i) or if variable t.i is corrupted to be greater than the current clock

value of i, i sets t.i to its current clock value, and broadcasts the values of d.i, p.i, and

ghost.i to its neighbors.

Action SYN2: when i receives the latest values of d.j, p.j, and/or ghost.j from its neighbor

j, i records the values to variables d.j.i, p.j.i, and/or ghost.j.i respectively.

6.4.5 Examples revisited

To illustrate how LSRP behaves in the presence of faults, we reconsider the examples

discussed in previous sections. For simplicity of presentation, we assume that α = 1, link

delay is a constant u, processing delay is negligible, containment waves propagate twice as

fast as stabilization waves (i.e, ds = 2dc +u), and super-containment waves propagate four

times as fast as containment waves (i.e., dc = 4dsc + 3u).

We first study the case where d.v8 is corrupted to 1 and nodes v6 and v5 have learned

the corrupted value when the system is at the state as shown in Figure 6.1. The system

behavior after the state corruption at v8 is shown by the space-time diagram in Figure 6.5:

t
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0 cd  + u

8V

cd

1C remains enabled

remains enabledS
2

2
executes SYN  , then

is disabled2S

1executes C  , then C 2

Figure 6.5: System behavior after d.v8 is corrupted to 1.
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• First, the guard for action C1 evaluates to true at v8 (because v8 is a source of fault

propagation, by definition), and the guard for action S2 evaluates to true at v6 and

v5. Therefore, C1 becomes enabled at v8 and S2 becomes enabled at v6 and v5. For

convenience, we regard this moment as time 0.

• C1 remains enabled at v8 until time dc, when v8 executes C1. After the execution of

C1, C2 becomes enabled at v8 and is executed immediately, since the guard hold-time

for C2 is zero. The execution of C2 corrects d.v8 to 3.

• C2 remains enabled at v6 and v5 until time dc + u, when v6 and v5 receive messages

from v8 reflecting its new state. Therefore, action SYN2 is executed twice (processing

the two messages from v8) at v6 and v5 at time dc + u, which disables S2 at v6 and

v5. At this moment, the system reaches a legitimate state.

In the above process, only actions C1 and C2 are executed at v8, and no action is executed

elsewhere. Therefore, no other nodes in the system is affected by the state corruption at v8,

which is the ideal result achievable.

Faults may not be ideally contained in all cases, but they are always contained locally

around where they occur in LSRP. To illustrate this, we consider the case where d.v11 is

corrupted to 2 and v13 has learned the corrupted value when the system is at the state as

shown in Figure 6.1. The system behavior after the state corruption at v11 is shown in

Figure 6.6:

• First, action S2 becomes enabled at v11, and action C1 becomes enabled at v13. For

convenience, we regard this moment as time 0.

• At time dc, v13 executes C1 and sends its new state to v8 (by which the containment

wave propagates from v13 to v8).
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Figure 6.6: System behavior after d.v11 is corrupted to 2.

• The new state of v13 reaches v8 at time dc + u, when action SYN2 is enabled and

executed immediately at v8. As a result, action C1 becomes enabled at v8 at time

dc + u.

• Then, v8 executes C1 and v11 executes S2 at time 2dc + u. u time later, v6 and v5

receive the new state of v8, and v13 learns the new state of v11. Consequently, C1

becomes enabled at v6 and v5, and SC becomes enabled at v13.

• At time 2dc +2u+ dsc, v13 executes SC and sends its corrected state to v8 (by which

the super-containment wave propagates from v13 to v8). As a result, SC becomes

enabled at v8 at time 2dc + 2u + dsc.

• dsc time later, v8 executes SC and sends its new state to v6 and v5 (by which the

super-containment wave propagates to v6 and v5).
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• At time 2dc + 4u + 2dsc, action SYN2 becomes enabled and is executed immediately

at v6 and v5, which in turn disables C1 at v6 and v5. As a result, the system reaches

its legitimate state.

In the above process, only nodes v11, v13, and v8 execute one or more protocol actions, while

the rest of the system remain unaffected. Therefore, the impact of the state corruption at

v11 is contained locally (i.e., within 2 hops in the above case).

6.5 Protocol analysis

In this section, we present the property of local stabilization in a system where LSRP

is used. We also present the properties of loop freedom during stabilization and quick loop

removal in LSRP, which are not only necessary for local stabilization in routing, but also

critical for improving network resource utilization and quality of communication. (For clar-

ity of presentation, we relegate the proofs of all the theorems and lemmas in this chapter

to the appendix D and [16]).

6.5.1 Property of local stabilization

Given a system topology G′(V ′, E ′), we define predicate L as

(∀i : i ∈ V ′ ⇒ ¬ghost.i ∧ LH.i) ∧
(∀e : e ∈ E ′ ⇒ there is no message in e)

where LH.i is defined as

(i = r ⇒ d.i = 0 ∧ p.i = i) ∧
(i 6= r ⇒ d.i = d.(p.i) + w.i.(p.i) ∧ p.i ∈ N.i ∧

(∀k : k ∈ N.i⇒ d.(p.i) + w.i.(p.i) ≤ d.k + w.i.k))

Then, every state in L is a legitimate system state where the shortest path tree rooted at

the destination node r is formed (by variable p.i at every node i in the system), and every
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node i has learned the distance and the next-hop on its shortest path to r. For LSRP, we

have

Theorem 2 (Self-stabilization) Starting at an arbitrary state, every computation of a sys-

tem where LSRP is used is guaranteed to reach a state in L. 2

From Theorems 2, we know that LSRP guarantees the formation of the shortest path

tree in a system when it starts at an arbitrary state.

Furthermore, local stabilization is guaranteed in LSRP. The analysis is as follows.

When there is only one perturbed region at the initial state, we have

Lemma 1 Starting at an arbitrary state q0 where there is only one perturbed region, every

system computation reaches a state in L within O(P (q0)) time, and the range of contami-

nation is O(P (q0)). 2

When the set of perturbed nodes are not contiguous, there are multiple perturbed re-

gions (denoted as S0, S1, . . . , Sm, m ≥ 1) in the system. For each perturbed region Si,

we define its containment region CRi as the union of Si and the set of nodes that are con-

taminated during stabilization because of the existence of Si. Two containment regions

CRi and CRj are disjoint if there do not exist any two neighboring nodes k and k ′ such

that k ∈ CRi and k′ ∈ CRj , otherwise, they are adjoining. Multiple containment re-

gions CR0, CR1, . . . , CRm (m ≥ 1) are disjoint if there do not exist any two containment

regions CRi and CRj (i 6= j) that are adjoining. Then, we have

Lemma 2 Starting at an arbitrary state q0 where the perturbed regions are S0, S1, . . . , Sm

and their containment regions are disjoint, every system computation reaches a state in L

within O(maxi∈0..m |Si|) time, and the range of contamination is O(maxi∈0..m |Si|). 2
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Given any two perturbed regions Si and Sj (i 6= j) at a state q, the half-distance between

Si and Sj is half of the minimum distance from a node in Si to another node in Sj , that is,

mink∈Si,k′∈Sj
bdist(k,k′,G.q)

2
c, where dist(k, k′, G.q) denotes the minimum distance between

node k and k′ in graph G.q. Then, Lemma 2 implies

Corollary 1 Starting at an arbitrary state q0 where the perturbed regions are

S0, S1, . . . , Sm and the half-distance between any two of them is ω(maxi∈0..m |Si|), ev-

ery system computation reaches a state in L within O(maxi∈0..m |Si|) time, and the range

of contamination is O(maxi∈0..m |Si|). 2

Multiple containment regions CR0, CR1, . . . , CRm (m ≥ 1) are adjoining if, for any

two containment regions CRi and CRj (i 6= j), either CRi and CRj are adjoining or there

exist a sequence of containment region CRk0
, CRk1

, . . . , CRkt
such that CRi are adjoining

with CRk0
, CRkn

are adjoining with CRkn+1
(n = 0, . . . , t − 1), and CRkt

are adjoining

with CRj . Then, we have

Lemma 3 Starting at an arbitrary state q0 where the perturbed regions are S0, S1, . . . , Sm

and their containment regions are adjoining, every system computation reaches a state in

L within O(
∑m

i=0 |Si|) time, but the range of contamination is still O(maxi∈0..m |Si|). 2

Lemmas 2 and 3 imply

Corollary 2 Starting at an arbitrary state q0 where the perturbed regions are

S0, S1, . . . , Sm, every system computation reaches a state in L within O(P (q0)) time, and

the range of contamination is O(maxi∈0..m |Si|) (which is o(P (q0))). 2

Lemma 1 and Corollary 2 imply
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Theorem 3 (Local stabilization) Starting at an arbitrary state q0, every system compu-

tation reaches a state in L within O(P (q0)) time, and the range of contamination is

O(MAXP), where MAXP denotes the number of nodes in the largest perturbed region

at q0 and is o(P (q0)). That is, the system is F -local stabilizing, where F is a linear func-

tion. 2

By Theorem 3, we see that LSRP solves the shortest path routing problem in a linear-

local stabilizing manner.

6.5.2 Properties of loop freedom and quick loop removal

Theorem 4 (Loop freedom) Starting at an arbitrary state where there is no loop, every

system computation reaches a state in L, and there is no loop at any state along the com-

putation. 2

From Theorem 4, we see that there is no loop in the system during stabilization if the

only possible fault in a system is node fail-stop, because no loop can be formed just by

node fail-stop, and there is no loop at any initial state of a system computation if the only

fault is node fail-stop.

Theorem 5 (1-round loop breakage) Starting at an arbitrary state where there exists at

least one loop, every system computation reaches a state where there is no loop after at

most one round of computation. 2

Theorems 4 and 5 imply

Corollary 3 Starting at an arbitrary state where there exists at least one loop, every system

computation reaches a state where there is no loop after at most (ds + U) time. 2
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6.6 Discussion

In this section, we discuss the impact of network topology on local stabilization, and

we discuss issues related to the application of LSRP.

6.6.1 Impact of network topology on local stabilization

For the problem of shortest path routing, the network topology of a system can affect

the perturbation size, the range of contamination, and the self-stabilization time in the sense

that higher edge density is conducive to local stabilization.

Given a system topology G.q0(V.q0, E.q0) at state q0, if we add some edges to G.q0

and obtain another system topology G.q ′0(V.q′0, E.q′0) at state q′0 with denser edges (i.e.

E.q0 ⊂ E.q′0), then for every node that is both in G.q0 and in G.q′0, the number of different

shortest paths to the destination node in G.q0 will be no more than that in G.q′0. Then,

if the same node i fail-stops in both G.q0 and G.q′0, and G.q0, G.q′0 transit to G.q, G.q′

respectively, the number of nodes that are perturbed due to the fail-stop of i in G.q will be

no less than that in G.q′. More generally, if the same faults occur when the system is at q0

and at q′0, and the system reaches q and q′ respectively after the faults, the perturbation size

at state q will be no less than that at q′. Moreover, even if the perturbation sizes at q and q ′

are the same, a mistakenly initiated containment wave, if any, will propagate no farther in

G.q′ than in G.q Therefore, the time taken for the system to stabilize from q and the range

of contamination during stabilization are no less than that with respect to q ′. Formally,

Proposition 1 Given a system G and two system states q and q ′ such that V.q = V.q′,

E.q ⊆ E.q′, and (∀i : i ∈ V.q ⇒ q(i) = q′(i)), then P (q) ≥ P (q′), Rc(q) ≥ Rc(q
′), and

the time taken for G to stabilize from q is no less than that with respect to q ′. 2

One example is shown in Figure 6.7. Figure 6.7(a) and (b) represent system topology G.q0
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(c) Perturbed state
in G.q0
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(d) Perturbed state
in G.q′0

Figure 6.7: An example where denser edges reduce the perturbation size and range of
contamination upon perturbations in the system

and G.q′0 at legitimate states q0 and q′0 respectively. The only difference between G.q0 and

G.q′0 is that edge (v6, v10) is not in G.q0 but is in G.q′0. Then,

• If node v8 fail-stops at both state q0 and q′0, and the system reaches state q and q ′

respectively, then the perturbation size at state q is 4 (i.e., nodes v6, v5, v4, and v10

have to change their next-hops), whereas the perturbation size at q ′ is 3 (i.e., nodes

v6, v5, and v10 have to change their next-hops, but v4 does not);

• If the state of v8 is corrupted in both G.q0 and G.q′0 such that d.v8 = 3, then the

perturbed states in G.q0 and G.q′0 during stabilization can be those as shown in Fig-

ure 6.7(c) and (d) respectively, by which we can see that the range of contamination

in G.q0 can be 3, whereas the range of contamination in G.q ′0 can only be 2 at most.

The reason for this is that action S2 is enabled at v10 in G.q′0 and the mistakenly ini-

tiated containment wave from v5 will not propagate beyond v10. Similarly, the time

taken to stabilize in G.q′0 is no more than that in G.q0.
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In wireless networks, especially in wireless sensor networks [99], the edges tend to be

dense because of dense node distribution and wireless transmission property (i.e., nodes

within transmission range of one another are connected with one another). Our conclusion,

therefore, is that wireless (sensor) networks with higher edge density are likely to contain

faults more tightly and to stabilize faster.

6.6.2 Issues related to the application of LSRP

Accommodating continuous faults. In a distributed system, faults may keep occurring

in certain regions of the system with some frequencies or for certain periods of time. For

example, congestion-induced route flapping may keep occurring at network edge routers

for a certain period of time in Internet inter-domain routing [92]. Due to its property of local

stabilization, LSRP also accommodates these kinds of faults, to an extent depending on the

perturbation size, while still guaranteeing local fault containment and local stabilization.

We elaborate on this as follows.

Theorem 3 implies

Corollary 4 If a transient fault that drives a system G to state q0 keeps occurring, but the

interval between two consecutive occurrences of the fault is ω(P (q0)), then the range of

contamination is O(MAXP), where MAXP denotes the number of nodes in the largest

perturbed region at q0 and is o(P (q0)). 2

From Corollary 4, we see that when a fault keeps occurring, the impact of the fault

is still locally contained as long as the interval between two consecutive occurrences is

asymptotically greater than the perturbation size of the fault.

Moreover, we have
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Theorem 6 Starting at an arbitrary state q0 at time t0, if only transient faults occur, they

occur only inside containment regions, and no fault occurs after time t0 + T (T ≥ 0), then

every system computation reaches a state in L within O(P (q0)+T ) time, and the range of

contamination is O(P (q0) + T ). 2

From Theorem 6, we see that, starting at q0, the time taken for a system to stabilize and

the range of contamination are still O(P (q0)), if faults stop occurring in the containment

regions O(P (q0)) time after the system computation starts and no faults occur to nodes

outside the containment regions.

Speed of diffusing waves. In LSRP, parameters ds, dc, and dsc control the propagation

speed of stabilization waves, containment waves, and super-containment waves respec-

tively. Therefore, the relationship between these three parameters determines the degree

of fault containment in the presence of faults. Especially, we need to choose ds and dc

carefully: on one hand, the larger the ratio ds

dc
is, the more tightly a mistakenly initiated sta-

bilization wave is contained; on the other hand, the smaller the ratio ds

dc
is, the more tightly

a mistakenly initiated containment wave tends to be contained (since the corresponding

super-containment wave will not be initiated until certain stabilization wave is executed,

as shown in Figure 6.6). In practice, we should consider the probabilities of stabilization

or containment waves being mistakenly initiated and the degree of fault containment we

expect in choosing the parameters.

Control overhead. The impact of faults is locally contained in LSRP, therefore the con-

trol overhead (e.g., the number of control messages) is also a function of the perturbation

size, instead of the system size. Consequently, LSRP asymptotically reduces the control

overhead when compared with non-locally-stabilizing protocols such as DUAL and LPA.
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Moreover, the diffusing computation involved in stabilization and containment waves

of LSRP also (implicitly) exists in other routing protocols (such as DUAL and LPA) to

guarantee convergence as well as loop freedom. Therefore, stabilization and containment

waves in LSRP do not introduce much more overhead except for the bit used to encode the

variable ghost. Of course, the overhead associated with super-containment waves exists

only in LSRP and not in other protocols; but this overhead is low because it only needs one

bit to encode the variable ghost, and it is local in the sense that it is bounded from above

by a function of the perturbation size.

6.7 Summary

To formally characterize properties of local stabilization in networked and distributed

systems, we formulated the concepts of perturbation size, F -local stabilization, and range

of contamination. These concepts are generically applicable to networked and distributed

systems, and are thus interesting in their own right.

For the problem of local stabilization in shortest path routing, we designed LSRP. LSRP

guarantees both local stabilization and loop freedom during stabilization. In LSRP, we in-

troduced delays in action execution to control the propagation speeds of diffusing waves.

This does not slow down the convergence of a system, because the stabilization time is

only a linear function of the perturbation size instead of the system size, which is espe-

cially desirable in large-scale systems where faults generally occur only at a small part of

the system. Moreover, the method of introducing delays in action execution is also com-

monly used in Internet routing in order to reduce control overhead and routing flaps. For

example, timer MinRouteAdvertisementInterval is used in BGP to control the frequency

of route exchange between BGP peers. The timer is similar to the delay introduced for
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the stabilization wave in LSRP. In implementing LSRP, we only need to introduce smaller

timers for the containment wave and super-containment wave.

We observed that higher edge density in a system can reduce the perturbation size,

the range of contamination, and the self-stabilization time. This leads to the interesting

question of how to design or self-configure a network such that the perturbation size, the

range of contamination, and the self-stabilization time are minimized.

In the literature of network routing protocol design [46], formation of routing loops is

regarded as problematic, and a variety of schemes have been proposed to avoid forming

loops, such as those used in EIGRP, OSPF, and BGP. However, fault propagation and rout-

ing instability remain as problems in OSPF and BGP. The root cause appears to be that

these protocols are not designed to tolerate such faults as misconfiguration and persistent

congestion, which are special cases of state corruption. In LSRP, state corruption is dealt

with by way of local stabilization. As a result, looping is implicitly avoided by taking

loop-formation as a kind of state corruption, without introducing special mechanisms to

deal with potential loops. By local stabilization, LSRP prevents faults from propagating far

away and increases the stability as well as availability of a system. Therefore, the question

of whether we should take various kinds of faults as state corruption and deal with them by

way of (local) stabilization deserves further exploration.

155



CHAPTER 7

RELATED WORK

In this chapter, we discuss the literature related to the topics considered in this disserta-

tion, that is, messaging architecture, wireless link estimation and routing, packing-oriented

scheduling, transport control, and local stabilization.

7.1 Messaging architecture

Sensornet protocol SP [77] provides a unified link layer abstraction for sensornets. Fo-

cusing on the interface between link and network layers, SP is complementary to our focus

on higher layer architecture issues, and SP can be incorporated into the SMA architecture.

Woo et al. [96] discussed networking support for query processing in sensor networks. Is-

sues such as query-oriented routing, efficient rendezvous for storage and correlation, and

unified in-network system have been discussed. While focusing on query processing, [96]

does not concentrate on the architectural and algorithmic issues to support a broader range

of applications such as distributed signal processing and computing. To adapt the commu-

nication protocol to the changing network conditions and application requirements, Impala

[65] used the Adaptation Finite State Machine (AFSM) to control the adaptation of com-

munication protocols. To provide application-specific QoS in ubiquitous environments,

Nahrstedt et al. [71] proposed a framework for QoS specification and compilation, QoS
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setup, and QoS adaptation. Our work complements those in [65] and [71] by focusing on

issues such as application-adaptive link estimation, structuring, and scheduling which are

autonomous without human in the loop.

Mechanisms have been proposed in [25] and [64] for directing data queries to where in-

formation is via information-directed routing. Our work complements [64] by considering

the architectural issues in application-adaptive messaging as well as the algorithmic issues

in application-adaptive structuring and scheduling.

In the Internet, the concepts of Application Oriented Networking (AON) [9] and

Application-driven Networking [48, 35] have been being explored to enable coordination

among disparate applications, to enforce application-specific policies, to improve visibil-

ity of information flow, and to enhance application optimization and QoS. While these

concepts are generic enough to be applied to wireless sensor networks, the techniques em-

ployed in and the problems faced by the Internet are quite different from those in sensor

networks, due to the differences in both technologies and application domains. For in-

stance, the extreme resource (e.g., computation, communication, and energy) constraints

are unique to sensor networks and are not the major issues in the Internet.

For customized resource provisioning to different applications, Darwin [23] has been

proposed for run-time resource management in the Internet. To match application require-

ments to communication protocols, DANCE [79] has been proposed to provide a service-

oriented view to communication services, thus to avoid the inflexibility that results from a

fixed binding between an application and a specific protocol stack. Active networks [88]

have also been proposed to enable functionalities such as application-specific multicast,

information fusion, and other services leveraging network-based computing and storage.
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7.2 Link estimation and routing

Link properties in 802.11b mesh networks and dense wireless sensor networks have

been well studied in [10], [56], and [107]. They have observed that wireless links assume

complex properties, such as wide-range non-uniform packet delivery rate at different dis-

tances, loose correlation between distance and packet delivery rate, link asymmetry, and

temporal variations. Our study on link properties complements existing works by focusing

on the differences between broadcast and unicast link properties, as well as the impact of

interference pattern on the differences.

Differences between broadcast and unicast and their impact on the performance of

AODV have been discussed in [66] and [22]. Our work complements [66] and [22] by

experimentally studying the differences as well as the impact of environment, distance,

and interference pattern on the differences, which were not the focus of [66] and [22].

[22] mentioned the difficulty of getting MAC feedback and thus focused on the method

of beacon-based link estimation. Our work complements [22] by developing techniques

for reliably fetching MAC feedback, which build the foundation for data-driven link esti-

mation and routing. To improve the performance of AODV, [66] and [22] also discussed

reliability-based mechanisms (e.g., RSSI- and SNR-based ones) for blacklisting bad links.

Since it has been shown that reliability-based blacklisting does not perform as well as ETX

[40, 27, 95], we do not directly compare LOF to [66] and [22], instead we compare LOF to

ETX.

Recently, great progress has been made regarding routing in wireless sensor networks

as well as in mesh networks. Routing metrics such as ETX [27, 95] and ETT/WCETT [31]

have been proposed and shown to perform well in real-world wireless networks [30]. The

geography-based metric PRD [83] has also been proposed for energy-efficient routing in
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wireless sensor networks. Nevertheless, unicast link properties were still estimated using

broadcast beacons in these works. Our work differs from existing approaches by exper-

imentally demonstrating the difficulty of precisely estimating unicast link properties via

those of broadcast beacons, and proposing the data-driven protocol LOF where unicast link

properties are estimated via the data traffic itself.

Similar to LOF, SPEED [42] also used MAC latency and geographic information in

route selection. In parallel with our work, [60] proposed NADV which also uses informa-

tion from MAC layer. While focusing on real-time packet delivery and a general frame-

work for geographic routing, [42] and [60] did not focus on the protocol design issues

in data-driven link estimation and routing. They did not study the differences between

broadcast and unicast link properties. They did not consider the importance of appropriate

exploratory neighbor sampling either. SPEED switches next-hop forwarders after every

packet transmission (as in L-se), and NADV does not perform exploratory neighbor sam-

pling (as in L-ns), both of which degenerate network performance as shown in Section 3.5.

Complementary to SPEED and NADV, moreover, we have analyzed the small sample size

requirement in LOF, which shows the feasibility of data-driven link estimation. While [42]

and [60] have evaluated their methods via simulation, we have studied the systems issues in

reliably fetching MAC feedback and evaluated LOF via experiments in real networks with

realistic traffic trace. Finally, [60] did not compare the performance of NADV with that of

ETX and PRD.

The problem of local minimum or geographic void has been dealt with in routing proto-

cols such as GPSR [53]. In this dissertation, therefore, we have not considered this problem

since it is independent of our major concerns — data-driven link estimation and routing. As

a part of our future work, we plan to incorporate techniques of dealing with geographic void
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into LOF, by adapting the definition of “effective geographic progress” (in Section 3.3.1)

and routing around void. The impact of localization errors on geographic routing has been

studied in [82]. In LOF, we adopted a separate software component that fine tunes the GPS

readings to reduce localization inaccuracy, as also used in the field experiment ExScal [12].

7.3 Packing-oriented scheduling

In the past years, query processing in sensor networks has drawn a lot of attention

[68, 97, 69, 72, 29, 28, 63, 43]. TinyDB [68] and Cougar [97] are two exemplary sensor

network database systems which regard data collection as a database query process and

then design mechanisms (such as semantic query forwarding and in-network aggregation)

to execute the query efficiently. Mechanisms for efficient and robust in-network aggrega-

tion for query processing have also been proposed in [69] and [72]. Nonetheless, existing

work in sensornet query processing has not focused on the QoS requirement of different

applications, nor did they focus on the generic application-adaptive messaging in sensor-

nets.

Unlike the query-oriented data modeling and data processing, another aspect in mod-

eling data in sensor networks is to investigate the correlation among them and then take

advantage of the correlation in reducing the cost of data collection. [57, 76, 75]. To this

end, [57], [76], and [75] studied the problem of finding the best aggregation tree given the

data sources and the correlation structure between the data sources. Our work complements

[57], [76], and [75] by not assuming a priori knowledge of the data sources and their corre-

lation, such that the algorithms are more generically applicable. Also, we study the general

architecture for application-adaptive messaging, which is not the focus of the above works.
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As a simple form of data aggregation, packet packing has been studied in [50] and

[3], where several short packets are packed into a long data packet to reduce the overhead

per bit of data delivered. It has been shown that packet packing can improve network

throughput significantly. While focusing on IEEE 802.11-type networks of devices such as

rechargeable laptops, energy consumption is not a focus of these works, and they did not

study the problem of dynamically tune the packing policy as application QoS requirement

changes. Nagle’s algorithm [41] is also used in TCP to pack short data segments into longer

ones, but it was not designed to be application-adaptive either.

7.4 Reliable and real-time data transport

The performance of packet delivery in dense sensor networks has been studied in [106].

The results show that, in the presence of heavy channel load, a commonly used loss recov-

ery scheme at link layer (i.e., lost packets are retransmitted up to 3 times) does not mask

packet loss, and more than 50% of the links observe 50% packet loss. The observation

shows the challenge of reliable communication over multi-hop routes, since the reliability

decreases exponentially as the number of hops increases.

The limitations of timers in TCP retransmission control have been studied in [105]. The

author analyzes the intrinsic difficulties in using timers to achieve optimal performance and

argues that additional mechanisms should be used. Despite its focus on TCP, the study also

applies to retransmission control in sensor networks.

Block acknowledgment [20] has been proposed for error as well as flow control in the

Internet. It considers the problem of in-order packet delivery. Therefore, a lost packet

blocks the delivery of all the packets that are behind the lost one but have reached the

receiver, as a result of which packet delivery delay is increased. Moreover, a sender can
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send packets at most up to its window size once a packet is sent but unacknowledged,

thus the channel resource may be under-utilized.23 Block acknowledgment also uses timers

without addressing their limitations, which can render additional delay in packet delivery.

For packet-loss detection and retransmission control, DFRF [70] uses stop-and-wait im-

plicit ack (SWIA). Yet DFRF does not address the issue of retransmission-incurred channel

contention. Moreover, the retransmission timers in DFRF do not adapt to the varying ack-

delay, which can introduce more retransmission or delay than necessary. To reduce the

number of packet transmissions, DFRF uses raw data aggregation where multiple short

packets are concatenated to form a longer packet. In the type of bursty convergecast as

experienced by Lites and ExScal [12], it is more difficult to perform data aggregation at

the mote level because motes detecting an event can be multiple hops away from one an-

other and the length of a single sensor data entry is more than half of the packet length.

Therefore, the current implementation of RBC is based on the paradigm of implicit-ack to

reduce the number of packets competing for channel access. On the other hand, we believe

that the methodologies developed in RBC (e.g., window-less block acknowledgment and

differentiated contention control) can also be applied when there is data aggregation, in

which case we can use explicit-ack packets to send out control information. The detailed

study on this is a part of our future work.

RMST [86] and PSFQ [89] have shown the importance of hop-by-hop packet recovery

in sensor networks. Yet RMST and PSFQ do not focus on bursty convergecast. There-

fore, they do not cope with retransmission-incurred channel contention, they do not design

mechanisms to alleviate delay incurred by retransmission timers (whose timeout values

23The situation is worsened by the fact that the window size is less than half of the buffer size in block
acknowledgment and the fact that the buffer size is usually small (e.g., 16) in wireless sensor networks due
to limited RAM.
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are conservatively chosen to reduce unnecessary retransmissions), and they do not design

mechanisms to reduce the probability of ack-loss. Our work complements theirs by iden-

tifying issues with existing hop-by-hop mechanisms in bursty convergecast and proposing

approaches to address the issues.

CODA [90] and ESRT [81] have studied congestion control in sensor networks. They

consider a traffic model where multiple sources are continuously or periodically generating

packets. Therefore, they do not focus on real-time packet delivery in bursty convergecast,

and they do not consider retransmission-incurred delay as well as channel contention. Re-

cent work in [47] and [33] has studied different techniques for mitigating congestion and

guaranteeing fairness in wireless sensor networks. Our work complements theirs by focus-

ing on retransmission-based error control and retransmission scheduling. Several transport

protocols, such as ATP [87] and WTCP [85], are also proposed for wireless ad hoc net-

works. Again, they do not face the challenges of reliable bursty convergecast.

7.5 Local stabilization

The concept of fault containment is proposed in [38], [18], and [73]. Nevertheless, [38]

and [18] only consider fault containment for the major part of system states, which is not

strict enough to guarantee that the amount of work (for example, the number of protocol

actions executed) needed for a system to stabilize is a function of the perturbation size;

[73] only considers the case where the impact of every fault is within constant distance

from where it occurs, which is too strict to be applied to problems such as routing, where

the locality of the problem24 is not constant.

24We regard the locality of a problem as the maximum minimum distance between any two nodes that have
to be involved in the definition of the problem.
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A locally stabilizing protocol GS3 is proposed in [99] for clustering as well as shortest

path routing in wireless sensor networks where nodes are densely distributed. To achieve

local stabilization, GS3 takes advantage of the high node distribution density and the geo-

graphic information on node distribution; the sensor network model assumed by GS3 makes

it inapplicable to other general networks such as the Internet. In [38], algorithms are pro-

posed to contain a single state-corruption during stabilization of a spanning tree, but these

algorithms do not deal with multiple faults and the fail-stop of nodes.

In [18], a broadcast protocol is proposed to contain externally observable variables in

the presence of state corruptions, but the protocol allows for global propagation of internal

variables. In [39], a fault-containing self-stabilizing algorithm is proposed for a consensus

problem, but it only considers linear network topologies and the distance faults propagate

can be exponential in the perturbation size; and the algorithm does not apply to the problem

of shortest path routing.

Loop-free distance-vector protocols DUAL [36] and LPA [37] are proposed for Internet

routing. Nonetheless, neither DUAL nor LPA guarantees local stabilization: faults can

propagate globally in DUAL as well as in LPA when local transient perturbations, such as

congestion and state corruption, occur. This phenomenon becomes worse when networks

are under stress, with transient faults happening more frequently for some period of time

[92]. Furthermore, the time taken to break a loop which has already formed (e.g., due to

state corruption) is not constant in DUAL and LPA; instead it is proportional to the length

of the loop.
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CHAPTER 8

CONCLUDING REMARKS

In this dissertation, we have studied the challenges that wireless communication, re-

source constraints, and application diversity pose to the architecture and protocol design

of sensornet messaging. To address the challenges, we proposed the sensornet messaging

architecture SMA that decomposes the messaging service into three components — traffic-

adaptive link estimation and routing (TLR), application-adaptive structuring (AST), and

application-adaptive scheduling (ASC) — at different levels of abstraction. For each com-

ponent of the architecture (especially TLR and ASC), we proposed protocol(s) to perform

its associated functionalities. More specifically, we proposed data-driven link estimation

and routing to form the basic messaging structure in a traffic-adaptive manner, we pro-

posed a distributed algorithm that schedules packet transmissions to improve the utility of

in-network processing, and we proposed window-less block acknowledgment and differen-

tiated contention control to provide reliable and real-time data transport. The architecture

and the associated component instantiations have been verified via simulation, experimen-

tation, and field sensornet deployments.

We have also studied the challenges that complex faults and large system scale pose

to the design of fault-tolerant messaging protocols. To address the challenges, we pro-

posed the concept of local stabilization that characterizes the desirable spatial and temporal
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properties of large scale fault-tolerant systems. For the basic messaging task of routing,

we proposed a locally stabilizing protocol LSRP that guarantees local containment of fault

impact and quick stabilization after fault occurrence. The properties of LSRP have been an-

alytically proved, and its concepts have also been applied to building dependable sensornet

messaging software.

Future work. Despite the fact that we and the community as a whole have made significant

progress toward building the architecture and components for dependable messaging in

sensornets, we are still at the infant stage of ubiquitous and dependable networked sensing.

The ever-developing application domains and technologies will continuously challenge the

design of systems services (including messaging) while bringing new opportunities to sci-

ence, engineering, and our daily life.

In the context of messaging, there is still no consensus on what the right architecture

for sensornets is, or whether we might ever have a unified architecture for such diversi-

fied application domains and systems technologies. We need to explore the broad options

and verify the effectiveness of different messaging architectures through case studies in

typical application domains. We also need to identify typical messaging patterns (e.g.,

convergecast, broadcast, and anycast) in sensornets, and study their impact on the design

of messaging architecture.

Algorithmically speaking, there is still a rich set of foundational and systems issues.

How to model a single wireless link and the whole dynamic sensornet systems? What are

the capacity limits of different scheduling and structuring algorithms? How to provide dif-

ferentiated QoS to different applications in resource constrained and dynamic sensornets?

Answers to these questions will provide deeper understanding and better systems design

for sensornet systems.

166



To fulfill their potential, sensornets need to be and are increasingly being integrated

with existing pervasive systems (e.g., cell phones and sensor-rich vehicles) and the In-

ternet. Among others, this trend raises questions in terms of both the architecture for the

integrated systems and algorithmic design to guarantee QoS across the end-to-end systems.

Answers to these questions will facilitate the application of networked sensing to help solve

scientific, engineering, and societal issues in our world.
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APPENDIX A

RBC: ACK-LOSS PROBABILITY IN RBC

For convenience, we define the following notations:

p : the probability of losing a single (data) packet;
N : the number of packets received in succession

without any loss in the middle;
N ′ : the number of packets lost in succession;
B : the number of packets received in succession

without any loss in the middle, after a packet
is already received;

A : the number of times that the acknowledgment
for a packet is received at the sender.

Assuming that packet losses are independent of one another, we have the probability

mass functions for random variables N and N ′ as follows.

P [N = k] = p(1− p)k

P [N ′ = k] = (1− p)pk

In RBC, when a packet m is received at a receiver R, the acknowledgment for m can

reach back to the sender S in two ways: S snoops m when it is forwarded by R later, with

probability Pself ; or S does not snoop m but snoops a packet whose block acknowledgment

acknowledges the reception of m, with probability Pba. Therefore, the probability Prbc of
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S receiving the acknowledgment for m can be derived as follows:

Pself = 1− p

Pba = p
∑∞

k=0 P [B = k]P [A ≥ 1|B = k]
= p

∑∞
k=0 P [B = k](1 − P [A = 0|B = k])

= p
∑∞

k=0 P [N = k + 1](1 − P [N ′ = k])

= p(1−3p+4p2−2p3)
1−p+p2

Prbc = Pself + Pba

= 1− p + p(1−3p+4p2−2p3)
1−p+p2

Then, the probability P ′
rbc of losing the acknowledgment for a packet in RBC is 1− Prbc.

In the case of Lites trace and implicit-ack, p = 22.7%. Therefore P ′
rbc = 8.89%,

reducing the ack-loss probability of SWIA by a factor of 2.07.
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APPENDIX B

RBC: PROBABILITY THAT AN ORPHAN PACKET HAS NOT
BEEN RECEIVED

According to the analysis in Appendix A, if the probability of losing a single data packet

is p, then the probability P ′
rbc of losing an ACK for a packet is calculated as follows:

P ′
rbc = p−

p(1− 3p + 4p2 − 2p3)

1− p + p2
(B.1)

Thus, if a packet has been retransmitted k (k > 0) times not due to NACK (but due to

retransmission timer timeout), then the probability that the packet has been received by the

receiver is (P ′
rbc)

k.

Given that the NACK for a lost packet is piggybacked onto a data packet only once, the

probability Pnack of losing a NACK for a lost packet is simply calculated as:

Pnack = p (B.2)

Therefore, if an orphan packet has been retransmitted k (k ≥ 0) times not due to NACK,

the probability Ploss that the packet has not been received can be calculated as follows:

Ploss =

{

(1− (P ′
rbc)

k) Pnack

Pnack+P ′

rbc

if k > 0
Pnack

Pnack+P ′

rbc

if k = 0

Therefore,

Ploss =

{

(1− (P ′
rbc)

k) p

p+P ′

rbc

if k > 0
p

p+P ′

rbc

if k = 0
(B.3)
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APPENDIX C

RBC: PROOF OF THEOREM 1

Theorem 1 (Freedom of packet accumulation) The orphan packets at a node do not

accumulate indefinitely, as long as the packet loss rate along a link is less than 49.14%.

Proof : We first compute the probability Porph that an enqueued packet becomes an orphan

packet. According to the definition of orphan packet, a packet becomes orphan when either

of the following hold: it has been received, but the corresponding ACK is lost; it has been

lost, but the corresponding NACK is lost. Therefore, we calculate Porph as follows:

Porph = (1− p)× P ′
rbc + p× Pnack (C.1)

where p is packet loss rate along a link.

To assure that orphan packets do not accumulate indefinitely even if fresh packets keep

arriving, we only need to ensure that Porph is less than Ploss, the probability that an orphan

packet will be transmitted.

From Formula B.3, we see that Ploss is minimum when k = 1, that is, min(Ploss) =

(1−P ′

rbc
)Pnack

Pnack+P ′

rbc

. To guarantee that Porph is less than Ploss, we only need Porph < min(Ploss),

that is,

(1− p)× P ′
rbc + p× Pnack <

(1− P ′
rbc)Pnack

Pnack + P ′
rbc

Solving this inequality, we get p < 49.14%.
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More intuitively, Figure C.1 shows the relationship between Porph and min(Ploss), as p
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1

P
orph

min(P
loss

)

Figure C.1: Porph vs. min(Ploss)

changes.
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APPENDIX D

LSRP: PROOF OF LEMMA 1

In this appendix, we present the proof sketch for Lemma 1. Due to limitation of space,

the complete proofs of all the theorems and lemmas in Chapter 6 are relegated to [16].

Lemma 1: Starting at an arbitrary state q0 where there is only one perturbed region,

every system computation reaches a state in L within O(P (q0)) time, and the range of

contamination is O(P (q0)).

Proof : Let p be the perturbation size P (q0) for the system at state q0.

Let Rp be the perturbed region.25 The set of nodes that are not in Rp is called the healthy

region Rh
26. A node i in Rp is called a perturbed boundary node if it has a neighbor j that

is in Rh, and node j is called a healthy boundary node correspondingly. Given Rp and Rh

at q0, we let Pd = max{hops(i, Rh) : i ∈ Rp}, where hops(i, Rh) = min{hops(i, j, G′) :

j ∈ Rh} and hops(i, j, G′) = the number of hops in the shortest path between nodes i and

j in G′.

There are three major variables (i.e., d.i, p.i, and ghost.i) maintained at each node i in

the system. According to the protocol, the corruption of p.i at node i does not contami-

nate any neighbor j of i, therefore the corruption of p.i at any node i does not propagate.

25In shortest path routing, the number of nodes in the perturbed region is equal to P (q0).
26The subgraph of G on Rh can be disconnected.
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However, the corruption of d.i or ghost.i at i can contaminate the neighbors of i, thus it

can propagate. Since the corruption of d.i is more complicated (we can see this later in the

proof) than that of ghost.i, we use it as the major theme leading the proof here. (Moreover,

the effect of the corruption of mirror variables is the same as the corruption of ghost.i, ex-

cept that the former adds constant factor Isyn to the asymptotic expression of the theorems

in Chapter 6. Thus, for simplicity of presentation, we skip it here.)

When a single perturbed region occurs in the system, there are two cases: (i) the “dis-

tance value” of every perturbed node is no less than what all the healthy boundary nodes

can offer, i.e., (∀i, j : i ∈ Rp ∧ j is a healthy boundary node⇒ d.i ≥ d.j + min{w.j.k :

k ∈ Rp ∧ (j, k) ∈ E ′}); (ii) the “distance value” of some or all perturbed nodes is less than

what some or all healthy boundary nodes can offer. Due to limitation of space, here we

only present the proof sketch for case (i). (The proof method for case (ii) is similar, and the

proof is relegated to [16].)

For case (i), here we only consider the subcase where there exists at least one perturbed

node l where d.l is corrupted at state q0. Then, it is possible that there exists no healthy

boundary node that is a source of fault propagation at state q0; it is also possible that there

exist some healthy boundary nodes that are sources of fault propagation at q0. Due to

limitation of space, we only analyze the latter case here.

When there are some non-root healthy boundary nodes that are sources of fault prop-

agation at state q0, containment waves can be initiated at those nodes, and the perturbed

region Rp can expand outward to the healthy region Rh. But this expansion is bounded.

Also, here we only consider the case where there is only one such non-root healthy bound-

ary node i that is a source of fault propagation at q0 (see Figure D.1). Then, the parent of

i must be perturbed at q0 (i.e., p.i ∈ Rp) because otherwise node i would not be a source
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Figure D.1: The “distance value” of every perturbed node is no less than what all the
healthy boundary nodes can offer, and there are some sources of fault propagation. In the
figure, SW , CW , and SCW stand for stabilization wave, containment wave, and super-
containment wave respectively.

of fault propagation. Action C1 is the only action that is enabled at node i at q0, and the

execution of C1 at i will initiate a containment wave that is propagated toward the subtree

rooted at node i, by the execution of action C1 at every node involved in this containment

wave. Thus, the perturbed region Rp expands outward to the healthy region Rh. However,

this containment wave will not propagate unbounded because of the following facts:

(I) If action C2 has not been executed at node i before the moment that is one round after

all the nodes in S, the original set of perturbed nodes at state q0, have converged to

a legitimate state (see Figure D.1(a)(b)), the farthest distance (in terms of hops) the

containment wave can propagate is O(p), and the system reaches a state in L in O(p)

amount of time. The reasoning is as follows.

(a) Starting at state q0, it takes O(p) amount of time for all the nodes in S to con-

verge to a legitimate state.

We first show that starting at state q0, the system reaches a state q′0where (∀k :

k ∈ V ′ ⇒ ¬ghost.i ∧ ¬SP.k) holds within O(p) amount of time. The reason
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is as follows. Because the “distance value” of every perturbed node is no less

than that of all healthy boundary nodes, no action except C1 can be enabled at a

healthy boundary node i′ that is not a source of fault propagation at q0, but the

execution of C1 at i′ can only add i′ to the containment tree rooted at another

healthy boundary node that is a source of fault propagation at state q0 (in this

case, it is node i). As for node i, no action except C1 can be enabled at it. But

the execution of C1 at i only adds node i to a containment tree rooted at itself.

Before action C2 is executed at node i, actions S2 that can set i as the parent of

its neighbor j in S will not be executed at j because ghost.i = true. Therefore,

no node in S will be involved in the containment wave initiated at i, and actions

executed at nodes in (V \ S) will not affect actions executed at nodes in S in

terms of the growing or shrinking of containment trees in S. Thus, the proof

follows that for Theorem 2 too. As shown in the proof for Theorem 2, the

number of non-empty containment trees reaches 0 within O(p) amount of time.

When all the containment trees are empty, the system is at a state q ′
0 where

(∀k : k ∈ V ′ ⇒ ¬ghost.i ∧ ¬SP.k) holds.

We can see that, starting at state q′0, the set of nodes in S converge to a legiti-

mate state within O(pd) amount of time. Let us denote the system state at this

moment as state q1.

Therefore, starting at state q0, the set of nodes in S converge to a legitimate

state within O(p) + O(pd) = O(p) amount of time.

(b) After all the nodes in S converge to a legitimate state q1, the system stabilizes

to a state in L within O(p) amount of time.
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When all the nodes in S converge to a legitimate state q1, and action C2 has

not been executed at node i, action S2 will be executed at i. And a super-

containment wave will propagate from i downward to nodes in the containment

tree CTi, by the execution of action SC at those nodes. There are two possible

cases here:

• Action C2 has not been executed at any node j in CTi before the super-

containment wave arrives at it (see Figure D.1(a)).

In this case, because the super-containment wave propagates faster than

the containment wave, it will catch up with the containment wave, and sets

the state of every node l in CTi to a legitimate one where ¬ghost.l ∧LH.l

holds.

Because the propagation speeds of different diffusing waves are controlled

by introducing delays in action execution when a node schedules its en-

abled actions, and there is difference between clock rates at different nodes,

dc > α · (dsc + U) should hold in order for the super-containment wave to

catch up with the containment wave. Under this condition, let pcw be the

maximum distance (in terms of the number of hops) that the containment

wave can propagate before the super-containment wave catches up with

it. Then (U + dsc)pcw + O(p) = (L + dc)pcw holds, which implies that

pcw = O(p)
dc−dsc+L−U

= O(p).

Therefore, the range of contamination and the time taken for the system to

stabilize to a state in L is O(p) in this case.

• Action C2 has already been executed at some node k1 in CTi before the

super-containment wave arrives at it (see Figure D.1(b)).
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In two cases will this happen: first, before the super-containment wave ar-

rives at k1, the containment wave has reached the leaf nodes of the subtree

rooted at k1 in CTi; second, there exists a node k in the subtree rooted at

k1 in CTi such that (∃k′ : k′ ∈ N.k ∧ k′ /∈ CTi ∧ PS.k.k′).

It is easy to see that in either case, the range of contamination is no more

than that in the case where action C2 has not been executed at any node

j in CTi before the super-containment wave arrives at it. Therefore, the

range of contamination is still O(p).

For any node l in CTi where action C2 has been executed before the super-

containment wave reaches it, action S2 will be executed at it within time

proportional to min{hops(l, m, G) : m ∈ CTi∧ the super-containment

wave has reached node m}, which is O(p). And the execution of S2 at l

will set LH.l to true.

We can see that the system stabilizes to a state in L within time O(p) in

this case.

(II) If action C2 has been executed at node i before the moment that is one round after all

the nodes in S (i.e., the original set of perturbed nodes at state q0) have converged to

a legitimate state (see Figure D.1(c)), the farthest distance the containment wave can

propagate is still O(p), and the system reaches a state in L in O(p) amount of time.

The reasoning is as follows.

It is easy to see that the depth of the containment tree CTi is O(p) in this case. Thus

the range of contamination is also O(p).
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After the execution of C2 at node i, d.l = ∞ for every node l that was in CTi once

and has executed C2. Let us denote the set of these nodes as S ′. It is possible for

some nodes in S ′ to be added to the containment tree of some node j ′ in S, but this

can increase the depth of CTj′ by at most O(p). Therefore, the system will still reach

a state q′0 where all the containment trees are empty within time O(p). And the same

as analyzed before, the system will reach a state in L within time O(p), starting at

state q′0. Therefore, starting at state q′0, the system reaches a state in L within time

O(p).

2
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