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“The Incredulity of Saint Thomas,” by Caravaggio (AD 1601–1602)

24 ¶ But Thomas, one of the twelve, called Did’ymus, was not with them when
Jesus came.

25 The other disciples therefore said unto him, We have seen the Lord. But he
said unto them, Except I shall see in his hands the print of the nails, and
put my finger into the print of the nails, and thrust my hand into his side,
I will not believe.

26 ¶ And after eight days again his disciples were within, and Thomas with
them: then came Jesus, the doors being shut, and stood in the midst, and
said, Peace be unto you.

27 Then saith he to Thomas, Reach hither thy finger, and behold my hands;
and reach hither thy hand, and thrust it into my side; and be not faithless,
but believing.

28 And Thomas answered and said unto him, My Lord and my God.
29 Jesus saith unto him, Thomas, because thou hast seen me, thou hast be-

lieved: blessed are they that have not seen, and yet have believed.
(John 20, King James Version)



INSPIRATION

St. Thomas was among the Twelve Apostles of Jesus Christ. St. Thomas knew very well what will happen after the
crucifixion. Yet, he still wanted to verify this knowledge. The Bible does not say if Thomas touched Jesus or not, but the
consensus among the artists is that he did, as shown in Fig. 1. It is clear that visual and auditory verification occurred
and that St. Thomas really wanted to perform tactile verification as well. Furthermore, St. Thomas sought to establish the
temporal continuity and validate cause and effect relationships by confirming the presence of nail prints on the hands of
Jesus.

St. Thomas was a verificationist at heart throughout the New Testament. After the death of Lazarus, Jesus wanted to
return to Judea. Previously, judeans wanted to stone Jesus. Yet St. Thomas was full of doubts and was willing to pay the
ultimate price to remove them: “Let us also go, that we may die with him” (John 11:16, King James Version). At the Last
Supper, St. Thomas was uncertain of everyone’s internal representations: “Lord, we know not whither thou goest; and how
can we know the way?” (John 14:5, King James Version). In response to this, Jesus decreased uncertainty using the ultimate
authority – he explained in detail how he is related to God the Father. It turned out that being a god was not enough to
fully convince St. Thomas – his ultimate authority was his own somatosensory system.

These events occurred roughly 1965 years before Rich Sutton wrote his essay [1] about verification and AI. As Fig. 1
shows, the process of grounding St. Thomas’ internal representation of resurrection in his own sensorimotor experience
fascinated people through the centuries and inspired some really good art. The idea is not new.

Clearly, verification principle suggests that robots should be more like St. Thomas and less like St. Peter. Suppose that
St. Thomas was a robot. What kind of robot was, then, St. Thomas? What kind of hardware did St. Thomas have? What
kind of software?

On the software side, St. Thomas was often uncertain. Furthermore, St. Thomas was very certain that he was uncertain.
St. Thomas was ready to die exploring if he could reduce uncertainty in his own representations (John 11:16). This suggests
that: 1) exploration was St. Thomas’ preferred means of knowledge acquisition (this also explains why he was not with the
rest of the Disciples when Jesus came – St. Thomas would rather explore than just wait for Jesus), 2) the exploration strategy
minimized the uncertainty between his internal representation and the world at all costs, and 3) his internal representation
of the world was quite capable of remarkable transformations because the transition from unbelief to believing is quite a
transformation indeed.

RESEARCH QUESTION

How can robot guide itself using reduction in the uncertainty of internal representations?

GOALS

Achieving the three goals of the project will shed the light on three different aspects of the research question.

Goal I : Develop Mathematical apparatus for self-detection based on Information Theory

The first goal of this project is to develop mathematical apparatus that a robot can use to detect its own body in the
data it records from its senses. The key idea is to relate the uncertainty in various patterns present in the data to motor actions.
Those patterns for which the uncertainty is reduced by the information stream used to control the motors represent the
robotic body. The key idea is to combine Statistics with Information Theory to estimate the mutual information between
different sources of information.

Goal II : Show that reduction in uncertainty can guide skill acquisition

The second goal of this project is to demonstrate that a robot driven by a strategy that seeks to reduce uncertainty
can acquire a real-world manipulation skill autonomously. The specific skill to be acquired is manipulating – i.e., both
detecting and pressing – doorbell buttons.

Goal III : Formulate a research question about phase transitions in robotic systems that learn and develop

The third goal of this project is to pose a research question that clarifies possible roles of phase transitions in
robotic learning and development. Perhaps a phase transition can be demonstrated in a robotic system for self-detection
or in a button-pressing robot. The research question must be grounded in research on phase transitions in Developmental
Psychology and Neuroscience and a survey of this research has to complement the question.
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WHY?

Artificial Intelligence has enjoyed tremendous success over the last twenty five years. Its tools and techniques are
now main stream within computer science, and at the core of so many of the systems we use every day. Search
algorithms, the backbone of traditional AI, are used throughout operating systems, compilers and networks. More
modern machine learning techniques are used to adapt these same systems in real-time. Satisfiability of logic
formulas has become a central notion in understanding computability questions and once esoteric notions like
semantic ontologies are being used to power the search engines that have become organizers of the world’s
knowledge, replacing libraries, encyclopedias, and automating business interfaces. And who would have guessed
that AI powered robots in people’s homes would now be counted in the millions. So much accomplishment to bring
pride to us all.
But at the same time Artificial Intelligence has not yet succeeded in its most fundamental ambitions. Our systems
are still fragile when outside their carefully circumscribed domains. The best poker playing program can’t even
understand the notion of a chess move, let alone the conceptual idea of animate versus inanimate. A six year old
child can discuss all three domains, but may not be very good at any of them compared to our specialized systems.
The challenge for AI, still, is to capture the fundamental nature of generalized perception, intelligence, and action.
Worthy challenges for AI that would have tremendous practical impact, are, in my opinion:
• the generic visual object recognition capabilities of a two year old child
• the manual dexterity of a six year old child
• the social interaction and language capablities of a ten year old child

So much work for all of us to be challenged by.
Rodney Brooks1

The field of Artificial Intelligence, much like AIs in John Gibson’s science fiction novels, is currently fractured [3]. In the
early days, AI and Robotics were about machines with human-like intelligence. The goal of AI was to provide the software,
while Robotics sought to provide the hardware.

The situation is now quite different: Computer Vision does not have much to say to Genetic Algorithms, while Decision
Theory is quite disjoint from Natural Language Processing. It can be assumed that only the advances in integrated systems
and successful applications of first principles can bridge the gaps between many disjoint sub-fields of AI and Robotics. Only
these advances can lead to the integrated intelligence with human-like capabilities.

Human development and the human brain are the key areas where the inspiration for a unified approach towards artificial
intelligence must come from. If there is agreement on anything in AI, then the fact that humans are intelligent must be
it. Therefore, the key integrating principles, if they can be at all isolated, must be present in human development and the
human brain.

Human development can really be thought of as series of linear periods of growth interrupted by brief periods of dynamic
change. Here, a case will be made for the idea that these dynamic periods of growth can be thought of as phase shifts within
the brain. Conceptualizing these periods of growth as phase shifts allows for the inclusion of methods from physics that
deal with phase shifts in matter. These methods from Physics center on the conservation of energy, the notion of entropy
and the quantification of uncertainty. The field of information theory commonly employs methods to quantify uncertainty
within a data set. The goal of this project will be to explore what role, if any, uncertainty has in dynamic periods of growth
within humans and within robots. The experiment will focus upon replicating dynamic periods of growth within humans
using a robot that learns through by uncertainty driven exploration.

INFANT FEASIBILITY TEST

The goal of this section is to show that all three goals are accomplished by two year old human infants.
1) Self-detection is a basic capability of animals and human infants. For the purposes of this test, it is sufficient to note

that even two month old infants are capable of self-detection in a TV screen [4].
2) Button-pressing is a trivial task for a two year old. According to Piaget [5], the tertiary circular relations emerge

between 12 and 18 months of age. For instance, if pressing one button on the telephone does not activate it, infants
press other buttons until the desired effect is achieved [6, p. 112]. There is also evidence that even 9 months old
infants can predict that a bright light will flash or there will be an interesting sound when an experimenter presses a
colored button [7].

3) Phase transitions. There is significant evidence that phase transitions routinely occur in the human brain [8]. During
rhythmic movements, human motor commands exhibits traits that can be explained by a model based on a dynamical
systems undergoing a phase transition [8]. Another example is that hypnic jerk – an involuntary movement that often
occurs at the onset of sleep – can be explained by a behavior of the dynamical systems near its instability [9]. A

1This essay was prepared for the workshop on the Future of AI held at the 25th anniversary of AAAI [2].



Fig. 2: The target audience for the project, top to bottom: 1) IROS 2011 – IEEE/RSJ International Conference on Intelligent
Robots and Systems, paper submission deadline: Mar 14th, 2011; 2) ICDL-EPIROB 2011 – First Joint IEEE International
Conference on Development and Learning and on Epigenetic Robotics, paper submission deadline: March 28th, 2011; 3)
Humanoids 2011 – 11th IEEE-RAS International Conference on Humanoid Robots, paper submission deadline: May 29th,
2011.

popular theory [10] of cognition and action uses an approach based on dynamical systems, which can exhibit phase
transitions.

Finally, there is evidence that visual attention can be modelled using the approach based on the change in uncertainty of
the internal model [11].

TARGET AUDIENCE

The target audience for this project is not human. The project is intended primarily for scientific conferences and journals.
Due to the tight timeline, it is not likely that a journal paper can be fully completed and submitted before the final report is
due. Therefore, a short list of scientific conferences in Robotics and AI with paper submission deadlines that are close to the
project due date was composed. These conferences, shown in Fig. 2 are the target audience of this project. The workshops
held at various conferences also belong to the target audience if they match the scope of the project.

RELATED WORK

Self-detection

The comprehensive review of the related work for self-detection is a prerequisite for publishing. Luckily, a number
of reviews are available in literature, e.g. [12]. During the project, the related work should be further surveyed and the
relationship with the proposed entropy-based methodology must be established.

Buttons

The analysis of the related work on pressing buttons in Robotics produced several categories for the proposed approaches.
These categories highlight different aspects of the manipulation problem and the proposed methodology for solving it.

1) Detecting buttons is hard, pressing them is straightforward. Work in this category is focused on a single aspect of the
problem: detecting buttons using vision. Once a button is detected, it is assumed to be easily pressable. Due to the narrow
focus of this line of work, the feedback that a button might generate is often completely ignored. The evaluation is often



performed for elevator buttons [13] [14] [15]. The fact that buttons in a typical elevator are arranged in a grid pattern and
have numeric labels is often used to boost the performance of the learning algorithm [13] [14].

2) Both detecting and pressing buttons is very hard. Another category of the related work assumes that detecting and
manipulating buttons, switches, levers, knobs, and similar widgets designed for humans is intractable for robots. To help
robots solve these problems, different types of environmental augmentations are proposed. For example, reflective markers
[16] or RFID tags [17] [18] can be attached to the widgets. A tag may inform the robot where the widget is, how to activate
it and what happens when it is activated. The main focus of this line of work is on robotic applications enabled by different
types of environmental augmentations [18].

3) Understanding social context is crucial for both pressing and detecting buttons. The third category of the related work
focuses on social aspects of manipulation. These approaches seek to interpret human-provided social cues associated with
robotic actions. For instance, a robot can learn how to detect buttons when humans point at it [19] [20] and learn to press
it from human demonstrations [21].

4) Pressing and detecting buttons must be learned together. The last category of the related work differs from other
categories in two ways: 1) both pressing and detecting tasks are regarded as challenging, but solvable; 2) the visual model
for detecting buttons is trained from multimodal events produced by pressing them. Previously, it was shown that a robot
can bootstrap the visual model for detecting buttons by exploring them with pushing behaviors [22]. Our work builds on
these ideas and shows how both skills can be developed together in real time.

GPU Programming: GPU programming [23] was used in this work to achieve real time performance for the visual
pipeline. Image convolutions are extensively used in the pipeline and implementing them on GPU [24] was a key enabling
factor for the speedup. Previously, SIFT [25] and SURF [26] visual pipelines were implemented using GPU to improve their
performance.

Developmental Psychology: E.J. Gibson [27]. Experience obtained while exploring objects stimulates further interest [28].
7-11 months old infants are not interested in seeing object or people who manipulate objects until the infants have had the
chance to play with them. Infants as young as 9 m.o. can predict interesting events when an experimenter presses a colored
button [7]. Infants perform repetitive movements when they learn to manipulate [5].

EXPERIMENTAL SETUP

A research question will be developed as a process of conducting secondary research in the fields of human sciences and
engineering. This question will relate to combining the academy’s knowledge about phase shifts that occur within the human
experience with established methodology for modeling learning and development in robotics. This design will be reliant
upon an experimental, robotic apparatus that is a part of Dr. Alexander Stoytchev’s lab. Using a robot is important because
it gives the experimenters unparalleled access to the inner working of the intelligent system’s mind. The goal will be to
show that phase changes occur both within categorization and within self-detection through the use of the same algorithm.
As mentioned, an algorithm is going to be developed based upon reducing uncertainty pursuant to the laws of entropy. The
results, as measured by the robot, will also be analyzable by the experimenters. At this time, research is still being done
into the best means of determining whether phase shifts have occurred within learning; however, evaluation of results will
be based upon the robots recorded sensory-modalities, the robots internal model and the performance of the robot.

EVALUATION

Definition of Success

This project succeeds if it produces peer-reviewed publications. Fig. 3(a) shows the high-level approach that motivated
the proposed evaluation criterion.

Due to the short timeline, it is not realistic to expect acceptance decisions for submitted papers before the final report is
due. Therefore, the project success will be computed from the number of papers n submitted to peer-reviewed conferences
and journals. The function Success : N→ R that computes project success (measured in %) is

Success(n) = log2(1 + n)× 100%. (1)

For example, if the project produces no paper submissions, Success = 0%. For a single submission, Success = 100%. For
two submitted papers, Success ≈ 158.5%, etc. Success for possible project outcomes is plotted in Fig. 3(b).

Phase Transitions

Literature review is included in Goal III.
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Fig. 3: Definition of the project success: (a) the fundamental rule that determines project success (image credit:
http://converge.baderrutter.com/); (b) project success as a function of the number of paper submissions to
peer-reviewed journals and conferences according to the success function (1). As more papers are written, the project becomes
more successful.

DISCUSSION

Goal I : Mathematical Apparatus for Self-detection

The self-detection problem:

Given a feature, the robot needs to decide if it is self or not self.

Information theory is used to solve this problem. The key idea is to determine whether the stream of information from the
feature is influenced by the stream of information that controls movement of the robot. If this is true, the feature is self. If
this is not true then the feature is not self.

More specifically, the relationship between movement of the feature, quantified by a variable M , and a the temporal delay
since the last motor command, quantified by a variable D, is used. The mutual information I(M ;D) ≥ 0 quantifies the
amount of information shared between the two variables. The criterion for self-detection:

Feature =

{
Self if I(M ;D) > 0,
Not Self if I(M ;D) = 0.

The mutual information (M ;D) can be written using the Shannon entropy [29] function H as follows:

I(M ;D) = H(M) +H(D)−H(M,D), (2)

where the entropy H(X) quantifies the uncertainty in X:

H(X) = H(p(x1), . . . , p(xm)) = −
m∑

i=1

pi log pi, (3)

where pi = p(xi).
The robot does not know true distributions for M , D, or the true joint distribution. It can only estimate these distributions

from the data. For instance, the temporal delay can be discretized using a histogram, while movement can be reduced to a
binary variable. For more details on statistical estimation, see the Appendix.

Preliminary evaluation was performed on the dataset from [30]. The dataset consists of the timestamped color marker
tracking coordinates, recorded while the robot was performing motor babbling. Fig. 4(a) and 4(b) give a visual summary of
the self-detection experiment used to collect this dataset. For a detailed description of the dataset and the experiment, the
reader is referred to [30, Chapter 5].

Preliminary results for entropy-based self-detection show that the method can be applied to a variety of different datasets.
For one of the CRS+ A251 datasets, the results are shown in Fig. 4(c).
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Fig. 4: Preliminary results for the dataset collected using the CRS+ A251 robot: (a) the robot used to collect the dataset; (b)
six color markers used for self-detection; (c) preliminary results for the entropy-based approach. Preliminary results indicate
high confidence in the self hypothesis. The experimental setup is described in more detail in [30, Chapter 5], from which
(a) and (b) are reprinted with permission.

Goal II : Detecting and Pressing Buttons

This section summarizes the current state of the work on Goal II. The methodology is capable of learning to press and
detect buttons in real time. More work is still needed for integration of the various components of the system and a new
experiment needs to be conducted to produce publishable results. Some of these experiments were already conducted, those
are mentioned in the past tense.

Learning Framework: To illustrate how the robot applies the learning framework illustrated in Fig. 5, we describe the
steps in chronological order performed for one pushing behavior.

1) The robot generates a number of random candidates. The robot chooses the next behavior to be performed from these
candidates.

2) The model for predicting press locations predicts where each candidate might press the environment.
3) The predicted press locations are assigned the 10 × 10 pixel patches in the image. The result gives the spread of

patches that may be explored.
4) The visual model uses the visual features associated with each of the patches to predict the distribution of acoustic

outcomes expected for pressing each of these patches.
5) The current exploration strategy uses the predicted distributions to select the patch to explore.
6) The robot performs the candidate pushing behavior targeted at the selected patch.
7) The outcome of the performed behavior is recorded: this includes both the observed press location and the acoustic

outcome of the behavior.
8) The observed press location and the behavior parameters are used to update the model for predicting the press locations.
9) The acoustic outcome of the behavior and the visual features for the patch that the robot pressed update the visual

model.
10) The robot returns to step 1 and performs the next behavior.

Driving exploration using the visual model: Our previous work [22] laid the foundation of the learning framework for
pressing and detecting buttons. However, the framework described in [22] was not yet complete. The last link – i.e. the
mechanism for driving exploration through the visual model – was missing. The design of a complete framework is be
described below.

To use the visual model for exploration, the robot has to press image locations that appear interesting. This problem
is solved by generating a number of candidate pushing behaviors at random, predicting where each of these candidates
may press the experimental fixture, using the visual model to select the most interesting press location, and executing the
corresponding behavior. More formally, given the behavior parameters b, the model predicted the tracking coordinates x ∈ R2

of the fingertip at the moment of press should the robot execute the pushing behavior parametrized by b.
To satisfy the requirements of the proposed learning framework, the model should support real time predictions and updates.

The robot used a model based on Locally-Weighted Projected Regression (LWPR) [31] was used in this experiment. This
algorithm is based on nonparametric regression with locally-linear models. It supports incremental training and its complexity
is linear on the number of inputs. It was previously used for learning dynamic movement primitives – an approach for motor
control and skill learning. This algorithm satisfies the requirements of the learning framework: it supports incremental updates
and its predictions are computed in real time. The model is trained using the outcomes of pushing behaviors performed by the
robot. The skill of pressing visually interesting locations was developed together with other abilities during the experiment
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Framework

Familiar Novel

• Using our framework a robot can learn to press buttons autonomously.
• The robot learns from multimodal feedback (audio, vision, proprioception).
• The visual model for detecting buttons is learned from experience.
• The trained visual model can detect both novel and familiar buttons.

Fig. 5: Summary of the learning framework. The robot starts by pressing buttons. Auditory feedback from buttons combined
with the fingertip tracking gives point clouds. These point clouds are used to extract the probability distribution of the auditory
events. This distribution is thresholded to train the visual model for identifying the part of a button that has to be pressed
to produce sound. This visual model is applied to the frames from the robot’s camera and used to select further pushing
behaviors.

itself.
Exploration Strategy:

The need to get information from the environment is as strong as to get food from it, and obviously useful for
survival. The search is terminated not by externally provided rewards and punishments, but by internal reduction
of uncertainty. The products of the search have the property of reducing the information to be processed. [32, pg
144]

Exploration strategies based on uncertainty reduction were proposed before [33] [11]. A computational model based on
the principle of uncertainty reduction agreed with human attention and gaze patterns [11].

To learn about the buttons, the robot explored them with pushing behaviors. The goal of the exploration strategy was to
select the next pushing behavior. The choice was made in two stages. First, the visual servoing model for predicting the
press locations predicted what patches are pressable. Next, from these patches the exploration strategy used the visual model
for detecting buttons and the visual memory of to select the one patch to press.

In previous work [34], the robot also explored doorbell buttons. However, the exploration was performed using priopri-
oception alone. The visual model was built offline, in batch mode [22]. In contrast, in this work the exploration is guided
by vision in real time.

The exploration strategy used the visual model for detecting buttons and the visuospatial memory for the outcomes of
pressing them. The visual model predicts where the buttons may be. The memory records where they are. The goal of
exploration is to reduce the uncertainty of the memory with respect to the visual model. In other words, the robot’s goal is
to ensure that what seems to be a button is indeed a button and vice versa.

More formally, let S be a set of patches that the robot can press. When the robot pressed a patch p ∈ S, it recorded
the outcome o in the set of outcomes O = {buzzer ,no buzzer}. The exploration strategy uses two probability distributions
of these outcomes: the predictions Pr(V = o|p) according to the visual model and the memorized outcome frequencies
Pr(M = o|p) recorded when the robot pressed p. The goal of exploration is to minimize the uncertainty between these two
distributions. Conditional entropy H(M |V ) is used to quantify this uncertainty:

H(M | V )=
∑

o1,o2∈O

Pr(V =o1,M=o2) log
Pr(V =o1)

Pr(V =o1,M=o2)
.



The marginal probabilities are estimated over S assuming uniform prior (all patches are alike):

Pr(V = o) =
∑
p∈S

1
|S|

Pr(V = o|p).

In addition, the joint probabilities are assumed to be conditionally independent given a particular patch:

Pr(V =o1,M=o2) =
∑
p∈S

1
|S|

Pr(V =o1|p)× Pr(M=o2|p).

Additive smoothing was used to avoid zero probabilities [35].
The visual model gives the estimates of Pr(V = o|p) for each individual patch using the classifier trained as described

in Section [ref]. The visuospatial memory estimates the probabilities using the frequencies of the outcomes recorded when
the robot pressed the patch, i.e.,

Pr(M = o|p) =
N(o, p)

N(buzzer , p) +N(no buzzer , p)
,

where N(buzzer , p) is the number of times pressing the patch p triggered the buzzer and N(no buzzer , p) is the number
of times p was pressed in silence.

The exploration strategy sought to select a patch p to press to minimize the expected uncertainty of the memory given
the predictions of the visual model given that p will be pressed. More formally,

p = argmin
p∈S

E[H(M | V, p)],

where the expectation is calculated over the possible outcomes of pressing p

E[H(M | V, p)] =
∑
o∈O

Pr(M = o|p)H(M | V, p, o).

Here, H(M | V, p, o) is obtained by incrementing the outcome counter for the patch p and computing the conditional entropy
value with the new counters.

For exploitation, the robot selected p to maximize both the memorized probability Pr(M = buzzer | p) and the visual
model prediction Pr(V = buzzer | p) while minimizing the entropy of the memorized distribution H(M | p), where

H(M | p) = −
∑
o∈O

Pr(M = o | p) log Pr(M = o | p).

This was achieved by
p = argmax

p∈S
Pr(M = buzzer | p) + Pr(V = buzzer | p)−H(M | p).

With this criterion type of criterion for exploitation the robot would be able to press a button in the dark using its memory.
The exploitation strategy instantly can adapt to the loss of the visual model. Preliminary benchmarks of the exploitation
strategy, shown in Fig. 6, indicate that the robot can press a button reliably.

Spatial Representation of Multimodal Events: The tracking coordinates of the fingertip were recorded for each visual
frame recorded by the robot’s camera. These coordinates were associated with the events detected by the robots across
different modalities to map them to space. For auditory events, the example point cloud is shown in Fig. 8(a). The robot
can press buttons with parts of its finger distinct from the fingertip. Several examples of pressing buttons with various finger
parts are shown in Fig. 7 (these examples were extracted from the dataset used in our earlier work [22]). The tracking
position of the fingertip does not have to be exactly over the button in visual space when it is pressed.

The point clouds by themselves are not sufficient for detecting novel buttons. To train a visual model, the image needs to
be partitioned and the data from the point clouds needs to be converted to a class label. In prior work [22], this was done
by computing the density of auditory events and thresholding it over image patches. For the proposed learning framework
the old mechanism had to be modified for two reasons: 1) whenever a new auditory event is recorded, the density changes
for a significant region in the image which comes at extra computational cost, and 2) the densities did not map clearly to
the probability of of ringing a button when pressing it in certain locations – rather, it selected the regions that were more
likely to ring when pressed than other regions.

In this experiment, a different approach is used for working with the point clouds. Instead of the auditory events, the press
locations corresponding to the proprioceptive events are used. Each of these events can be assigned to two distinct classes
depending on whether the push triggered the buzzer or not. This distinction provides both positive and negative examples in
the point cloud, as shown in Fig. 8(b). The presence of both types of examples allows to estimate the probability of ringing
given that the robot presses a certain location in the image. Finally, the ability to verify its own knowledge by pressing
interesting image patches eliminated the need for synthetic negative examples – the robot is now able to generate negative
examples by itself.



0 20 40 60 80 100
0

10

20

30

40

50

60

70

80

90

100

Training Pushes

E
ff

ic
ie

n
c
y
 (

%
)

Exploitation benchmark

 

 

training

Fig. 6: Exploitation efficiency for a single button. The x-axis is the number of training pushes. The y-axis is the percentage
of exploitation pushes that successfully pressed the button and triggered the buzzer. For each data point the robot performed
the evaluation on 25 pushes. The sensory data recorded during exploitation was not used for any training.

Fig. 7: Still frames from the dataset used in prior work [22] showing how the robot could press buttons. The color marker
attached to the fingertip did not have to occlude the functional component to press it.

(a) Auditory events (b) Button press locations

Fig. 8: Spatial localizations used for training the visual model. (a) auditory events in visual space used for the visual model
in [22]. (b) button press locations that ring (red points) and did not ring (teal points) used for training the visual model in
this work.
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Fig. 9: Illustration of the convolutions used to extract the visual features. First, the raw RGB image is converted into
Y CbCr. Next, the resulting channels are convolved with convolution masks to extract texture, edge, and low-frequency
color information. The resulting 17 images are used to compute the features. The convolved images were clamped at the 1st

and the 99th percentile for better visualization. See text for more details.

Visual features: As the robot pressed buttons, it built the visual model for detecting them. These visual features were first
described in [36] for detecting grasp points in novel objects. Subsequently they were used in our previous work [22] for
detecting buttons. In this work the features remain the same, however, the process of computing them was refined to meet
the demands of the enhanced framework described in this paper. In particular, features are now computed in real-time so
that the robot can use them to learn during exploration rather than offline.

The visual features extract texture, edge, and low-frequency color information from vision. First, the image is converted to
Y CbCr. Next, 17 convolutions are performed: 15 with the Y channel, and 1 with Cb and Cr channels. Texture information
is extracted from the Y channel by convolving it with nine 3×3 Laws’ masks [37]. Similarly, edge information is extracted
from the Y channel by applying six 5×5 oriented edge filters. Low-frequency color information is extracted from Cb and Cr

channels using the first Laws’ mask. Fig. 9 illustrates this procedure, which results in 17 convolved images. These images
are squared before the visual features are extracted from them.

To compute the visual features, the 640 × 480 image was partitioned 10 × 10 pixel patches. For a patch p, the 459-
dimensional feature vector was computed. The first 17 elements of this feature vector were obtained by summing up the 100
pixel values corresponding to p in the 17 convolved images. In addition to this, the features for neighbouring 24 patches in
a 5× 5 patch window centered at p is included in the feature vector. This gives 24× 17 = 408 more elements in the feature
vector.

Information from two extra spatial scales is included in the 459-dimensional feature vector to capture information about
more global properties of the image. For the first scale, the raw 640× 480 RGB image is downscaled by 3x to 214× 160
pixels. First, the operations illustrated in Fig. 9 are applied to the scaled image to produce the 17 convolved image for this
spatial scale. Next, an image patch of size roughly 10 × 10 pixels, centered at the original patch p, is identified and the
its pixels are summed up to produce 17 more elements in the feature vector. The procedure is repeated for another spatial
scale, with a zoom factor of 9x.

The contents of the 459-dimensional feature vector computed for a 10 × 10 pixel patch in the original RGB image can
be summarized with a formula: (

1
patch

+ 24
neighbors

+ 2
scales

)
× 17

convolutions
= 459

features
.

Real-time visual pipeline: The learning framework introduced in this paper requires simultaneous training of a variety
of models, including the visual model. This requirement sets this work apart from prior work [22], where the visual model
was trained offline, in batch mode. The visual features had to be computed in real time during the experiment because the
visual model learned from these features drove the robot – i.e., the robot used it to select where to push next.

To fulfill these requirements, the old pipeline [36] [22] was rewritten in C to run natively. Next, OpenMP was used used to
distribute computations across multiple CPU cores. At this point, the pipeline ran at 3 Hz – i.e., it computed 459-dimensional
feature vectors for each 10×10 pixel patch in the 640×480 image 3 times per second. For further performance enhancements,
the most computationally expensive stage of the pipeline – image convolutions – were reimplemented on GPU [24]. The
massively parallel architecture of the GPU with its large number of cores significantly improved the performance. On the
system that controlled the robot, the visual pipeline runs at 15 Hz. This performance was sufficient to computed the visual
features in real-time from the video recorded by the camera in the robot’s eye.



Visual model: The visual model was trained from 459-dimensional feature vector computed for a 10× 10 pixel patch in
the image and a binary class label for this patch. The class label was positive when the number of presses in the patch that
triggered the buzzer exceeded the number of presses that didn’t. If the patch was never pressed, it was not used for training.

The goal of the visual model was to predict the probability of belonging to a button’s functional component given only
the feature vector for an image patch. In prior work [22] [36], a Logistic Regression-based classifier was used. The proposed
learning framework illustrated in Fig. 5 requires incremental real-time updates to the visual model. To achieve this goal,
several options were evaluated. Currently, a Logistic Regression-based classifier is planned to be used to maintain continuity
with previous work.

Goal III : Phase Transitions

Phase Transitions: Phase transitions occur in order to adjust micro-instability in exchange for reduction of macro-instability
[38]. This pattern of exchanging localized entropy for a reduction in overall system entropy is useful because it can be
extended to a host of synthetic and biological systems. Furthermore, phase transitions can typically be modeled algorithmically
because of the predictable exchange of localized instability for maximum system stability. Robinson, et al. [38] give the
example that piles of sand will naturally self-organize into the optimal angle of declination and go on to discuss how phase
transitions can be thought of as natural phenomenon within all self-organizing systems.

Development: Various models of human development exist and range from the Metaphysical to the Psychofreudian to
the archetypal to the biological to the social; many forms of developmental models exist and each model type varies
in epistemological foundation. One sort of grounded approach is one that can be examined through the use of logical
positivism. Here, the focus is on the examination of models that were created based upon examining quantifiable changes
in human development over time. Three forms of easily verifiable changes that usually occur within human development
occur within memory, within learning and within behavior. Human development across time, therefore, will be characterized
by the associated differences in memory, learning and behavior before and after a developmental period has been achieved.
Explaining why humans develop so quickly at some points compared to others is difficult and usually results in suggesting
that the brain has grown in sophistication enough to allow for the new growth to occur, or that certain other critical
environmental events happened to the individual in order to cause the drastic growth. Structural-functional arguments for
human development have long been sought after, but have never been more than casually tied to actual human development.
Critical environmental conditions can make a big difference in development, but environmental conditions alone cannot
explain what happens within the internal milieu during a period of dynamic development.

Structural-functional approach: Phrenology used to be considered a verifiable and useful science that attempted to pair
the etiology of unique qualities of being human to various regions of the brain that were distinct from regions of animal
brains. Unfortunately for Phrenologists, it was later shown that various regions of the brain could account for a multitude of
behaviors. More recently, attempts have been made to pair changes in human development with changes in brain development.
This makes sense because, after all, without a brain an individual is not very intelligent and probably will not develop to
their full potential. However, this approach is also antiquated and does not take into account the complexities of human
intelligence. The cognitive revolution moved the field towards an exploration of human memory. It was discovered that there
were distinct ‘types’ of memory that may or may not have structural origins. Eventually, connectionist theories of memory
and theories of higher order thought (HOT) were developed that called into question the structural organs of memory itself.
Modern neuroscience has suggested that, in a sense, all memory may originate from the same neuronal function. There may
be different areas of the brain that store information differently, resulting in the experience of phenomenologically distinct
memory types, but the biological function of the neurons in these regions is not substantially different. Finally, it has recently
been demonstrated that phase transitions occur within the neuronal connections inside the human brain; mean field theories
strive to model phase transitions by looking at structure across neurons and across the brain [38]. If structural differences
alone cannot account for the differences in memory, learning and behavioral outcomes, then what can be used to explain
how these distinct capacities develop? Furthermore, how can these capacities be explained while maintaining focus upon
a logical positivist approach. Physicists have taught that entropy naturally increases within a system. Neuroscientists have
taught that all brain regions exhibit similar neuronal functions but that some regions may be responsible for the boosting’ of
intellectual development. If the brain is a system, bounded by entropy as quantified by uncertainty, that follows one neuronal
function, then perhaps this function is that of reducing uncertainty.

Prior art in Psychology: If one were to adopt the idea that uncertainty drove human development and the development of
intelligence, then how would that idea relate to existing research on memory, learning and behavioral outcomes? Concepts
from Social Psychology, Cognitive Science, Behaviorism, Neuroscience and even Therapeutic Psychology can be explained
through the lens of uncertainty. Across these disciplines, the examination of human intelligence is common, but two concepts
in particular appear important to human development across all of these disciplines: the “sense of self” and “concept
inference”. Inference of concepts comes from the ability to classify perceptions. Here perceptions are distinguished from
stimuli since perceptions are stimuli that have already been non-consciously pre-processed. Concept formation requires
distinguishing various attributes of a one perception from the attributes of other perceptions. What results is the classification



of perceptions based upon their perceptual attributes. Classification is an important characteristic of intelligence that is
examined, in depth, by many branches of psychology. Behaviorism is interested in the association of one concept with
another and the connection that a stimuli can have on the participants’ behavior/response. Behaviorism is concerned with
learning curves and extinction rates which measure the persistence of learning over time. In both cases, it could be said
that a phase transition occurs within the participant when they learn to associate or disassociate. In cognitive psychology,
categorization is often used as dependent variable to measure changes within the internal milieu. Exemplar theory and
prototype theory both agree that the human brain creates ‘models’ of the world that new perceptions are compared against
for categorical purposes. Piaget mentioned that humans tend to either absorb or ‘assimilate’ information into fresh categories,
or that humans tend to fit or ‘accommodate’ into existing constructs. If this is the case, then distinctive information becomes
important since it can be used to simply and efficiently separate prior distributions from conditional distributions. The principle
of saliency is well established and falls in line with the tendency to use unique information to categorize. Using salient
features would reduce the amount of information (as measured by information compression) to categorize new perceptions
into existing constructs. This makes sense and can help explain humans’ tendency to create stereotypical classifications:
humans are simply classifying concepts/events based upon the one attribute thought to give the most mutual information
about the new perception based upon the individual’s previous knowledge of the concept/event. Information gain can also
be used to explain the inability of humans to perceive differences that fall below a critical threshold known as the Just
Noticeable Difference. The familiarity effect relates to humans’ positive affect bias towards information that is familiar and
this may relate to information gain because it takes less effort to process information that is familiar. A reduction in cognitive
effort may be an intrinsic motivator and may act as a natural reward. Signal detection theory relates to the effort needed to
detect the difference between two concepts. If two concepts are too similar they will commonly be classified as the same
concept or, at the least, will not be distinguished from each other. Cognitive psychology is concerned with the likelihood
of committing a Type I or a Type II error and certain social systems (such as the justice system) can be defined by their
predisposition towards a particular form of error. The mutual information between two categories would, using information
gain theory, determine the tendency to commit Type I and Type II error. Self-detection and a sense of self are vital to the
development of a self-identity. The ability to detect one’s self has been shown to arise in humans as young as four months,
but this sense of self is not immediately complete [39]. Self-detection and self-identity are not distinct to humans, but are
concepts exhibited in other animals considered to be intelligent, such as great apes, dolphins and elephants. Understanding
the self will reduce the amount of information required to process ones’ environment. Tool use requires some self-concept
because the tool user will need to understand what their body is capable of doing in order to know how to use a tool. The
ability to transfer skills learned during the performance of one task to the performance of another task requires understanding
that the same person, the self, was the actor committing both activities. Thus, generalizing tool use from one situation to
another also requires a sense of self. Finally, the development of a sense of self-identity is important for the development of
the ability to perceive others as individuals. Perceiving others as individuals is necessary for the development of society since
social interactions often require understanding the needs of others. In both categorization and self-detection, the principle
of information gain could be applied to explain the development of these processes. An information gain approach would
utilize the minimal information necessary to separate a signal from a prior distribution. As mentioned earlier, a characteristic
of reduction of entropy within a system is a phase shift/ transition. These transitions can be measured physically through
changes in state or through changes in behavior and/or interaction patterns or through measuring differences in memory
and learning outcomes. Measuring transitions here requires inter-observer reliability to be high and it also requires that
the instruments used be standardized and appropriate for measuring changes within a system. Phase transitions can also
sometimes be quantified through measuring artifacts and changes in temporal signals. Examples of temporal signals include
wave patterns within a physical system, input patterns into a computational system and electroencephalograph (EEG) patterns
within human systems. There are clearly a number of ways of measuring phase transitions. Here, a method will be used
that can reliably compare phase transitions within the human system to transitions within a synthetic, robotic system. This
method, discussed in depth in the methods section, will utilize a traditional approach to information processing that strives to
compress, classify and ultimately categorize information. Such an approach has been used both in robotics and in analyzing
EEG data. Furthermore, this is thought to provide the most consistent results for analysis.

Putting together the pieces: The minimum information required to classify an event would be that information that
distinguishes it from an existing distribution (read: existing concept, category or idea). Thus, stimuli come in and are all
processed serially through some innate discretization, dimensional- reduction, pre-processing, invariant pattern/algorithm.
For simplicity, this function will be referred to as the neuronal function. Processing stimuli in such a way allows for the
comparison of information from different modalities to be tied into a contiguous conception of reality. As intelligence
arises, it develops through particular stages. Not all capacities will be immediately present. These capacities are probably
absent at first and arise as a result of discontinuous development within an intelligent system. Here, two distinct periods of
dynamic development will be examined: the development of the “sense of self” and that development of “concept inference”.
The development of both of these distinctive qualities of intelligence can be tied to differences in memory, learning and
behavioral outcomes. The human infant is a ball of potential that, at birth, comes pre-wired with the minimal biological
structures and the minimal information necessary in the brain’s ’innate invariant neuronal patterns’ for the developmental



lifecycle for the normal human to occur. Of course, a host of mitigating social and developmental factors can vastly change
the realized/actualized potential of an individual; however, what is clear, is that we all start in very similar forms. At birth,
an infant is a bundle of reflexes that lead it to certain ’survival instincts’, imprinting potentials and, importantly, exploratory
behaviors. These exploratory behaviors are all that are necessary for the neuronal function to begin to lead the human down
the path of development towards the path of its innate potential.

Hypotheses: It is expected that phase transitions will occur within a synthetic system where that system is utilizes
uncertainty-driven exploration. Furthermore, it is thought that robotic development that attempts to reduce entropy within a
system will demonstrate phase shifts at similar points to where humans exhibit phase transitions. Two periods of development
will be of interest here: “concept inference” and “self detection”. If uncertainty driven exploration and information gain can
explain the discontinuous periods of human development, then a synthetic system built to utilize these techniques should
exhibit similar characteristic phase shifts in developmental patterns.



Fig. 10: Project schedule.

SCHEDULE

Preliminary project schedule is shown in Fig. 10. The key activity for the success for the project is writing papers.
Different goals of the project are at different levels of readiness for publication, therefore the amount of time designated for
goal-specific milestones varies depending on a goal. Research Goal III is currently the least developed, therefore the bulk
of planning effort was devoted to that goal.



STATEMENT OF CONFIDENCE

Our team has a unique combination of experience that makes us uniquely qualified to engage in investigating this topic.
In other words, the the estimated lower bound on the level of confidence in the team is very high and the null hypothesis
can be rejected outright.
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APPENDIX

MATHEMATICAL APPARATUS FOR SELF-DETECTION

A number of theorems that allow to establish statistical properties of the information sources associated with different
features are formulated. The proofs are omitted.

The process of self-detection is a statistical test for I > 0 using the estimated distributions for M and D. To perform the
test, I is estimated by an estimator Î from the data. Î is computed using the entropy estimators Ĥ according to the formula
(2):

Î(M ;D) = Ĥ(M) + Ĥ(D)− Ĥ(M,D),

For a discrete random variable X ∈ {x1, . . . , xm}, the entropy can be estimated from N measurements using the histogram
with the bin counters c1, . . . , cm with ci ∈ Z, ci ≥ 0, and c1 + . . . + cm = N . One possible estimator uses (3) with the
probability estimates from the histogram:

ĤMLE = −
m∑

i=1

ci
N

log
ci
N
.

ĤMLE is the maximum likelihood estimator – i.e., it maximizes the probability of observing a histogram given that H = ĤMLE.
This probability is the likelihood function. ĤMLE maximizes it, which is why it is the maximum likelihood estimator.

It may seem counter-intuitive, but ĤMLE is not the best possible estimator. In particular, it can be expected to underestimate
the true value of H that is not known. In other words, it has a negative negative bias. A better estimator, proposed by Miller
[40], applies a correction to ĤMLE to improve it.

ĤMM = ĤMLE +
m− 1
2N

= −
m∑

i=1

ci
N

log
ci
N

+
m− 1
2N

.

The key idea is to bind the statistical properties of ĤMM with the condition I > 0 using the bounds on the bias of ĤMM. The
following propositions sketch the overall argument. The proofs are skipped. The overall argument is structured following
[41] and [42]. The argument is the framework of the delta method [43] in Statistics.

Proposition 1: Let p = (p1, . . . , pm) and p̂ = (p̂1, . . . , p̂m) such that p1 + . . .+ pm = p̂1 + . . .+ p̂m = 1. Also suppose
that if pi = 0 then p̂i = 0. Then, H(p̂) can be written as follows:

H(p̂) = H(p)−
m∑

i=1

(p̂i − pi) log2 pi + R, (4)

where the remainder term R is

R = H(p̂)−H(p) +
m∑

i=1

(p̂i − pi) log2 pi. (5)

Proposition 2:
R = −DKL(p̂||p).

Property 1: If p̂i = ci

N , then

E
[
χ2(p̂, p)

]
=
m− 1
N

.

Proposition 3:

− log2

(
1 +

m− 1
N

)
≤ Bias(ĤMLE) ≤ 0.

Proposition 4:

− log2

(
1 +

m− 1
N

)
+
m− 1
N

≤ Bias(ĤMM) ≤ m− 1
N

.

The following proposition is a famous probabilistic inequality proven by McDiarmid [44].
Proposition 5: McDiarmid Inequality. Suppose X1, . . . , XN are independent random variables on R, and F̂ : R → R

satisfies

sup
x∈RN ,x′

j∈R

∣∣∣F̂ (x)− F̂ (x′)
∣∣∣ ≤ cj , 1 ≤ j ≤ N, (6)

where

x =(x1, . . . , xN ),
x′ =(x1, . . . , xj−1, x

′
j , xj+1, . . . , xN ).

Then, for any ε > 0,
Pr
(
F̂ (X1, . . . , XN )− E

[
F̂ (X1, . . . , XN )

])
≤ 2e−2ε2/

PN
j=1 c2j



In other words, if there is a bound on the change of the estimator when a single value in the sample changes, then the
probability of the estimator deviating from its estimate by more than ε decreases exponentially as a function of ε.

The following proposition that gives one way to get the p-value for the null hypothesis that a feature is not self. It can
be proven using the diversity representation of the histogram and McDiarmid inequality [41] [42].

Proposition 6: For ĤMLE estimated from N measurements,

Pr(|ĤMLE − EĤMLE| > ε) ≤ 2 exp
(
−Nε2

2 log2
2N

)
.

Pr(|ĤMM − EĤMM| > ε) ≤ 2 exp
(
−Nε2

2 log2
2N

)
. (7)

Proposition 7:

p ≤ 6 exp
(
−N(a/3)2

2 log2
2N

)
= p∗, (8)

where p = Pr(Î = ÎDATA|I = 0) is the p-value for the null hypothesis I = 0.


