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\textbf{A B S T R A C T}

Subscription covering is an optimization that reduces the number of subscriptions propagated, and hence, the size of routing tables, in a content-based publish–subscribe system. However, detecting covering relationships among subscriptions can be a costly computational task; this cost can potentially reduce the utility of covering as an optimization. We introduce an alternate approach called approximate subscription covering, that can provide much of the benefits of subscription covering at a fraction of the cost. By forgoing an exhaustive search for covering subscriptions in favor of an approximate search, it is shown that the time complexity of covering detection can be dramatically reduced. The tradeoff between efficiency of covering detection and the approximation error is demonstrated through the analysis of indexes for multi-attribute subscriptions based on space filling curves.
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1. Introduction

Content-based publish–subscribe systems offer an expressive middleware to distributed applications. Such systems route messages from senders (publishers) to receivers (subscribers) based on the message content, rather than on a destination name or address. In order to express their personal interest, a subscriber provides appropriate subscriptions to the system, where each subscription is a predicate on the message content. A subscriber is delivered only those messages which match at least one of its subscriptions. For example, the event [location = Ames, temp = 12, light intensity = 50] must be delivered to a subscriber who has issued the subscription [location = Ames, temp < 30, light intensity < 75]. Content-based routing is an essential middleware for many modern distributed applications. Since a centralized implementation of publish–subscribe may not scale to large networks, there have been many efforts on building content-based publish–subscribe on a distributed network of routers (or “brokers”), e.g., Gryphon [28], Siena [1], JEDI [5], REBECA [16], and XNET [2].

Subscription propagation is a key component in any distributed publish–subscribe system. A subscription registered at one router has to be propagated within the network so that events published at remote routers can be delivered back. One approach to propagating subscriptions is to forward each subscription to every router in the network. However, such an approach can lead to increased network traffic as well as a larger size of routing tables, making event forwarding less efficient. A better approach, that has been advocated and used by multiple groups [13,124,21], is to take advantage of covering relationships among subscriptions to reduce the number of subscriptions propagated in the system. For a subscription \( s \), let \( N(s) \) denote the set of all messages that match \( s \). Let \( s_1 \) and \( s_2 \) be two subscriptions. We say that \( s_1 \) covers \( s_2 \), iff \( N(s_1) \supseteq N(s_2) \). If a newly arrived subscription \( s_2 \) is covered by an existing subscription \( s_1 \), then there is no need to forward \( s_2 \), since all messages that are matching \( s_2 \) are already being received. Repeating this process at every router in the network can lead to a significant reduction in the size of the routing tables at the nodes, and eventually lead to shorter delivery latencies. Subscription covering has been implemented in many earlier systems, including [1,5,16,2].

However, identifying covering relationships among subscriptions is itself a hard combinatorial problem, for which no solutions are known that are time-efficient in the worst case. Consider a system where each message is composed of multiple numeric attributes, and each subscription is a conjunction of range constraints over the attributes. Suppose a router has already received a set of subscriptions, \( S \). Given an arriving subscription \( s \), the problem of deciding whether or not there is a subscription in \( S \) that covers \( s \) can be shown to be equivalent to the point dominance problem in high-dimensional space. Point dominance is well studied in computational geometry and strong lower bounds are known for its
time and space complexity [3,4], showing that there does not exist a worst-case time efficient solution. This is an instance of the curse of dimensionality—the cost of indexing geometric objects in high dimensions often increases exponentially with the number of dimensions. While there exist worst-case efficient data structures for point dominance in one and two dimensional spaces, the same is not true for higher dimensions.

We observe that in the publish–subscribe application, there is no need to search for covering subscriptions exhaustively every time. Covering is only an optimization; the system will continue to work correctly if covering relationships go undetected. However, if routers continue to forward subscriptions that are covered, the system could soon degrade in performance. Thus, we have two extremes, neither of them very desirable—one is to ignore covering completely, and the other is to follow it exactly all the time. In this paper we propose a middle ground, approximate covering detection. When a new subscription arrives, the set of existing subscriptions at a router is partially searched for a covering subscription, and if none is found, then the new subscription is forwarded. We precisely quantify the fraction of the space that is searched for covering subscriptions. Our main result is that this middle ground is quite attractive. It is possible to search most of the solution space consisting of covering subscriptions at a fraction of the cost it takes to exhaustively search for covering subscriptions.

We design an index for approximate covering detection based on space-filling curves. A space filling curve (referred to as ‘‘SFC’’ henceforth) is a proximity preserving mapping from a high dimensional space to a single dimension. SFCs are one of the most popular techniques for indexing high-dimensional data, and have been widely used for tasks such as nearest neighbor search and range queries in high-dimensional spaces [8], data partitioning in parallel computers [12], and in scientific computing [25,17]. However, as explained above, SFCs (or any other spatial data structure, for that matter) do not provide worst-case time efficient solutions to exact point dominance in high dimension, and hence to subscription covering. We show however, that they can be used to answer approximate point dominance queries much more efficiently.

1.1. Subscription covering through point dominance

We consider a publish–subscribe system where each message has \( \beta \) numerical attributes, and each subscription is a conjunction of range constraints, with one constraint per attribute. A message can be treated as a point in \( \beta \) dimensional space, and a subscription can be treated as a \( \beta \) dimensional rectangle that matches all messages whose corresponding points lie inside the rectangle.

Let \( S \) denote the set of subscriptions that have already arrived at the router. Given an incoming subscription \( s \), the problem of finding whether or not it is covered by an existing subscription in \( S \) is equivalent to the problem of finding an existing rectangle that encloses the incoming rectangle. We apply the following well-known transformation [6] to convert this into an equivalent point dominance problem in \( 2\beta \)-dimensional space. A \( \beta \)-dimensional rectangle (subscription) \( s = (\ell_1, r_1, \ell_2, r_2, \ldots, \ell_{\beta}, r_{\beta}) \) is transformed into a \( 2\beta \)-dimensional point \( p(s) = (-\ell_1, r_1, -\ell_2, r_2, \ldots, -\ell_{\beta}, r_{\beta}) \). The following fact can be easily verified: for two \( \beta \)-dimensional subscriptions \( s_1 \) and \( s_2 \), \( s_2 \) covers \( s_1 \) if and only if every coordinate of \( p(s_2) \) is no less than the corresponding coordinate of \( p(s_1) \). Note that the transformation goes both ways; it is shown [6] that \( 2\beta \)-dimensional point dominance can be reduced to the \( \beta \)-dimensional rectangle enclosure (or subscription covering) problem. Henceforth, we consider the following point dominance formulation of subscription covering.

**Problem 1 (Point Dominance).** Index a set \( P \) of points in \( d \) dimensional space to answer the following query efficiently. Given a \( d \) dimensional point \( x = (x_1, x_2, \ldots, x_d) \), report any point in \( P \) that lies in the region \( (x_1, \infty), (x_2, \infty), \ldots, (x_d, \infty) \). If there are no points in the region, then report "empty".

Note that we use \( \infty \) to denote the maximum value that can be taken by a coordinate along a dimension. This maximum may be different along different dimensions. Our formulation of approximate subscription covering is through the following relaxed version of point dominance, called \( \epsilon \)-approximate point dominance, for a user specified \( \epsilon \).

**Problem 2 (\( \epsilon \)-Approximate Point Dominance).** Index a set \( P \) of points in \( d \) dimensional space to answer the following query efficiently. Given a user defined parameter \( 0 < \epsilon < 1 \), and a \( d \)-dimensional query point \( q = (q_1, q_2, \ldots, q_d) \), search a subset of the region \( (q_1, \infty), (q_2, \infty), \ldots, (q_d, \infty) \) whose volume is at least \( (1 - \epsilon) \) of the volume of the entire region. If any point was found in the search, return it, and return “empty” otherwise.

For example, a 0.05-approximate point dominance query searches 95% of the volume of the region that contains points corresponding to covering subscriptions. The only time when it fails is the case when the query subscription is covered, but all covering subscriptions lie in the remaining 5% of the region that has not been searched. If subscriptions are well distributed over the universe, then an approximate point dominance search can be expected to find most existing covering relations between subscriptions. For a point dominance query, let \( b_{\max} \) and \( b_{\min} \) denote the number of bits required to represent the longest and the shortest sides respectively, of the query rectangle. The aspect ratio \( \alpha \) of the query rectangle is defined as \( \alpha = b_{\max} - b_{\min} \). Informally, the aspect ratio is small (close to zero) when the sides of the query region are approximately the same length and large when they are of significantly different lengths.

We consider indexes for approximate point dominance based on the Z space filling curve. The Z curve has been used in a variety of indexing applications, including commercial data products such as Oracle [18,9]. Other popularly used SFCs are the Hilbert curve [10] and the Gray code curve [7]. It has been observed [14] that the performance of the Z and Hilbert curves for many indexing applications are within a constant fraction of each other.

1.2. Our contributions

We introduce the notion of approximate covering to optimize subscription propagation in content-based publish–subscribe systems. Using the point dominance formulation of subscription covering, we show the following. For point dominance queries where the aspect ratio of the query region is small, approximate point dominance is much cheaper than exhaustive point dominance. More precisely:

1. The worst case time complexity of an \( \epsilon \)-approximate point dominance query in \( d \) dimensions using the Z SFC is \( O[\log d \epsilon^{-1} (2^{d-1} \ell d^{-1})] \).
2. In contrast, the worst case time complexity of an exhaustive point dominance query using the Z SFC is \( \Omega(2^{d-1} \ell d^{-1}) \) where \( \ell \) is the length of the shortest side of the query rectangle.
3. We present a simple algorithm for approximate covering detection based on the Z space filling curve.

\(^2\) In two dimensional space, the aspect ratio of a rectangle is traditionally defined as the ratio of the longer to the shorter side. Our definition of the aspect ratio is approximately the logarithm (to base 2) of the traditional definition. This definition leads to a convenient statement of our results.
4. We present a simulation study showing the practical performance of an approximate search for different input dimensions, aspect ratios, and space coverage ratios.

Somewhat surprisingly, this shows that for a point dominance query with a small aspect ratio, the complexity of an \( \varepsilon \)-approximate query is independent of the side lengths of the query region, while the complexity of an exhaustive point dominance query increases as the \((d-1)\)th power of the largest side length of the query region. This implies that for a constant \( \varepsilon \), an \( \varepsilon \)-approximate query is much cheaper than an exhaustive query, if \( \alpha \) is small. Further, we can expect that the benefits of approximate covering over exhaustive covering will be more pronounced as the query region gets larger.

Effect of the number of dimensions. If the number of dimensions is increased, but the aspect ratio is the same, the worst case complexity increases, since the theoretical result on the cost of approximate searching has the term \( d^{d-1} \). Note that the cost of exact searching also increases as \( \ell^{d-1} \) where \( \ell \) is the size of the smallest side of the query region, but overall, the speedup due to approximate searching decreases as the number of dimensions increases. Hence, the speedup due to approximate covering is smaller for larger dimensions, as was also observed by our experimental study.

Effect of the aspect ratio. For query subscriptions with a small aspect ratio, approximate covering can yield most of the benefits of exhaustive covering at a small fraction of the cost. If however, the aspect ratio of the query rectangle is large, then the term \( 2^\alpha \) will dominate the above expressions, and though approximate covering is still cheaper than exhaustive covering, the benefits will not be as much as the case of small aspect ratio. An extreme case in two dimensions is a \( M \times 1 \) rectangle, which is not efficiently handled by most popular SFCs. As the value of \( \ell \), the shortest side length decreases, the aspect ratio will increase, and the advantage of approximate covering becomes smaller.

Simulation study. We present a simulation study that compares the cost of an exact search algorithm with the cost of an approximate search, for different input dimensions, aspect ratios, and space coverage ratios. Overall, while our theoretical results are all asymptotic in nature, and hence apply for the case when the size of the query regions and the size of the universe are very large, our simulations show that there is a real advantage to be gained in practical scenarios through the use of approximate search. The key observation is that if it is required to search only an \( \delta \) fraction of the search space, it is typically possible to attain a speedup of much more than \( 1/\delta \).

1.3. Related work

Tran and Nguyen [23] propose an alternate approach to approximate subscription covering. In their approach, the main optimization is that given a new subscription \( s_1 \) and an existing subscription \( s_2 \), an approximate check of whether or not \( s_2 \) covers \( s_1 \) is done in time sublinear in \( d \), the number of dimensions in the event space. But the time taken for searching the set of all current subscriptions is still linear in \( n \), the number of subscriptions, in the worst case. This approach is suitable for subscriptions that have a large number of attributes. In contrast, our method searches a large fraction (but not all) of the space of current subscriptions, by using appropriate indexes for which approximate search is fast, so our method uses time sublinear in the number of current subscriptions.

Ouksel et al. [19] consider a more general problem of checking whether a given new subscription is covered by the union of all existing subscriptions. They propose a probabilistic solution to the above problem, with complexity \( O(n d) \), where \( n \) is the number of subscriptions and \( d \) is the dimension of the event space. In contrast, we consider the problem of checking whether there is a single existing subscription that completely covers the arriving subscription. The complexity of our solution is sublinear in \( n \).

Jafarpour et al. [11] present an approach to organizing subscriptions and data using space filling curves. The main difference between their work and ours is that we have addressed in detail the cost of an approximate search for covering subscriptions, and treat this analytically in a detailed manner. In contrast, their work does not address the issue of approximate covering in detail.

From a worst-case time complexity perspective, the current best solution to point-dominance problem (see [20, Chapter 8], [26,27]) over a set of \( n \) points in \( d \) dimensions has a query time of \( O(\log^{d-1} n) \), insertion and deletion times of \( O(\log^2 n) \). A serious limitation of this solution is the space complexity, which is \( O(n \log^2 n) \), making them impractical for use in a pub-sub system. For example, with \( 10^4 \) subscriptions each with \( 4 \) attributes, the space requirement is easily outside the capacity of the main memory.

Though there have been numerous applications of SFCs for indexing multidimensional data and corresponding experimental analysis, there has been relatively little work on a formal analysis of their performance. Moon et al. [14] present an analysis of the clustering properties of the Hilbert SFC. They show that given a query region which is a high dimensional rectangle, the average number of clusters of points inside the rectangle is proportional to the surface area of the query rectangle. Their analysis considers exhaustive search while we consider approximate search. Tirthapura et al. [22] present a formal analysis of the performance of space filling curves for parallel domain decomposition.

Roadmap. The rest of this paper is organized as follows. In Section 2 we review space filling curves. In Section 3, we first present some intuition as to why approximate point dominance may be cheaper than exhaustive point dominance, and then present the upper bound on the cost of approximate point dominance. This is followed by an analysis of a lower bound on the cost of exhaustive point dominance in Section 4. We then describe our algorithm for approximate point dominance in Section 5, present our simulation results in Section 6, and conclusions in Section 7.

2. Space filling curves

We consider a \( d \)-dimensional universe \( U \) of size \( 2^d \times 2^d \times \cdots \times 2^d \). Note that the number of dimensions \( d \) is twice the number of attributes in a subscription. If different attributes are chosen from domains of different sizes, we will need to normalize them to be of the same size. Each element of \( U \) is a point \( p = (x_1, x_2, \ldots, x_d) \), where for \( i \in [1, d] \), \( x_i \in [0, 2^d - 1] \). A space filling curve is a linear order on all \( 2^{ad} \) points in \( U \). In the rest of this paper, we use the terms “point” and “cell” interchangeably. Henceforth we use the term “cube” to refer to a cube in \( d \) dimensions, whose side length is the same along every dimension, and “rectangle” to refer to a rectangle in \( d \) dimensions.

Most popular SFCs, including the Z curve [15] and the Hilbert curve [10] use a recursive partitioning of the universe. The universe \( U \) is first divided into \( 2^d \) cubes, each of side length \( 2^{d-1} \), by bisecting \( U \) along each dimension. Each resulting cube is recursively divided into \( 2^d \) cubes in the same manner, and the recursion continues until a depth of \( k \), at which point we are left with cubes with a side length of \( 1 \). This recursive subdivision of the universe can be viewed as a rooted tree where each node in the tree is a cube in \( d \)-dimensions, the root is the entire universe \( U \), and the children of a node \( v \) are all the \( 2^d \) cubes derived from the cube \( v \) by bisecting \( v \) along every dimension.

We use the term standard cube to refer to each cube that is a node in the above tree. Note that not every cube in \( U \) is a standard...
cube. When $\mathcal{U}$ is recursively decomposed $\ell \leq k$ times, there are $2^{d\ell}$ standard cubes each containing $2^{d(\ell-1)}$ cells. Each such cube is referred to as a standard cube at level $\ell$. A standard cube at level $k$ is an individual cell.

Lemma 2.1. Let $C_1$ and $C_2$ be two standard cubes which are not equal to each other. Then either $C_1$ contains $C_2$, or $C_2$ contains $C_1$, or $C_1$ and $C_2$ are disjoint from each other.

Proof. Consider the tree corresponding to the recursive partitioning of $\mathcal{U}$. Both $C_1$ and $C_2$ are nodes in this tree. Since $C_1 \neq C_2$, the following are the only possibilities (1) $C_1$ is an ancestor of $C_2$, or (2) $C_2$ is an ancestor of $C_1$, or (3) there is no overlap between the subtrees rooted at $C_1$ and $C_2$. In the first case, $C_1$ contains $C_2$, in the second case $C_2$ contains $C_1$, and in the third case $C_1$ and $C_2$ are disjoint from each other. 

Each edge in the above tree is given an integer $d$-bit label such that the labels of edges from a parent to its children are unique (each internal node has $2^d$ children). Different SFCs, such as the $Z$ curve and the Hilbert curve differ in the way these labels are assigned to the different children of a node. Each standard cube at level $\ell \leq k$ is assigned a unique $d\ell$-bit number called its key, which is formed by concatenating the labels of all the on the (unique) length $\ell$ path from the root to the cube. Thus every cell also has a key, which is a bit string of length $kd$.

The SFC is used to organize the points into an one-dimensional data structure, that we call the SFC array, as follows. The input points are sorted according to the keys of the cells containing them, and stored in an array. Note that the SFC array could be implemented using an array. If it is required to support the dynamic addition and deletion of points, a dynamic data structure such as a binary tree or a skip list can be used. The SFC array is the only data structure that we need for further use.

A run is defined as a set of cells that are consecutively ordered by the SFC. For example, for the rectangular region shown in Fig. 1, the $Z$ SFC will lead to three runs, and the Hilbert SFC will lead to two runs. All cells belonging to a run appear as a contiguous segment in the SFC array.

Accessing a run in the SFC array requires two binary searches on the keys corresponding to the first and last cells in the run. Hence, certain operations on a run, such as examining if a run is empty or not, or determining the size of the run, are very efficient, no matter whether the run is small or large. In our case, the only query we make on the SFC is whether or not a run is empty, and hence, the performance of the SFC for the query over a region depends on the minimum number of runs the region can be decomposed into.

The following fact is true for the $Z$ SFC, and for all SFCs that use a recursive partitioning of the universe, such as the Hilbert curve. Informally, once an SFC enters a standard cube, it will leave the standard cube only after visiting every cell inside it.

Fact 2.1. A standard cube is a single run.

3. Upper bound for approximate point dominance

In this section we derive an upper bound for the cost of an approximate point dominance query.

3.1. Intuition

The performance of the space filling curve on a point dominance query, whether exhaustive or approximate, depends on how many runs the query region can be partitioned into. Handling a single run, no matter whether large or small, is inexpensive, since the typical operation related to a run is to see if a run is empty or not, which can be done in time logarithmic in the number of subscriptions if all points are sorted according to their position in the SFC. Accessing different runs costs the same, but the volume covered by different runs can be vastly different. As a result, the regions that are considered by the approximate and exhaustive point dominance queries may differ only slightly in terms of volume, but widely in terms of the number of runs required to cover them, and hence in the cost of processing.

For example, consider a universe indexed by the $Z$ curve. Fig. 2 shows two query regions, each corresponding to a different point dominance query. The first query region is a square of size $256 \times 256$, and the second query region is of size $257 \times 257$. For the first query, there is a single run that exactly equals the query region, and the cost of answering this query is very small. On the other hand, the number of runs required to exhaustively cover the second query region is 385, since we are forced to cover the periphery of the region using very short runs. However, for the second query region, one of the runs covers more than 99% of the query region, while all the other runs together cover only 1% of the query region. If we only wanted a 0.01-approximate point dominance search, we would be done if we only examined the largest run, and ignored the rest. Thus an approximate point dominance search would be much faster than an exhaustive search, in this case.

The algorithm for approximate point dominance will select a subspace of the query region such that the volume of the subspace is at least $(1-\epsilon)$ fraction of the volume of the query region, but the number of runs required to cover it is much smaller. We now describe the way in which this subspace is selected.

Given a point $p = (x_1, x_2, \ldots, x_d)$, exhaustive point dominance searches for a point in the rectangle $[x_1, 2^{k-1}], [x_2, 2^{k-1}], \ldots, [x_d, 2^{k-1}]$. We refer to such a rectangle as an extremal rectangle, since one of its vertices is the point $(2^k-1, 2^k-1, \ldots, 2^k-1)$. Note that an extremal rectangle can be completely specified through specifying its lengths along each dimension, since one of its vertices is fixed. Let $\ell = (\ell_1, \ell_2, \ldots, \ell_d)$ be a vector where for each $i = 1, \ldots, d$, $1 \leq \ell_i \leq 2^k$. We use $R(\ell)$ to denote an extremal rectangle, whose side lengths along dimensions $1, 2, \ldots, d$ are $\ell_1, \ell_2, \ldots, \ell_d$ respectively.
For a positive integer $x$, let $b(x)$ denote the number of bits in the binary representation of $x$, where the most significant bit is 1. For example, $b(9) = 4$. For positive integer $x$ and $m < b(x)$, let $(x, m)$ denote the integer formed by turning the $m$ most significant bits in $x$ and setting the rest to zero. When the input is a vector, the operator $t()$ will be applied to each element in the vector. For example, if $t = (ℓ_1, ℓ_2, ..., ℓ_d)$, then $t(ℓ, m) = (t(ℓ_1, m), t(ℓ_2, m), ..., t(ℓ_d, m))$.

Given an initial query region $R(ℓ)$, the approximate point dominance query considers a smaller extremal rectangle $R(t(ℓ, m))$ that is completely contained within $R(ℓ)$. For ease of notation, we use $R_m(ℓ)$ to represent $R(t(ℓ, m))$. The parameter $m$ is chosen as a function of $ℓ$ (the user desired coverage) such that the chosen rectangle covers at least $(1 - ϵ)$ fraction of the volume of $R(ℓ)$.

3.2. Upper bound

We now formally prove an upper bound on the cost of approximate point dominance for the Z SFC. The main result in this section is Theorem 3.1.

**Definition 3.1.** For rectangle $T$, let cubes$(T)$ denote the minimum number of standard cubes into which $T$ can be partitioned, and runs$(T)$ denote the minimum number of runs of the Z SFC, whose union is equal to all cells of $T$ in the SFC array. Let vol$(T)$ denote the number of cells in $T$.

The following observation follows since each standard cube is a single run.

**Observation 3.1.** For any rectangle $T$, runs$(T) ≤$ cubes$(T)$.

Note that it is possible that runs$(T) <$ cubes$(T)$. The worst-case cost of approximate point dominance is equal to runs$(R_m(ℓ))$. Using Observation 3.1, this is bounded by cubes$(R_m(ℓ))$. In the following, we will prove an upper bound for cubes$(R_m(ℓ))$, using the following strategy. Lemma 3.2 shows that a greedy algorithm can partition an arbitrary region into a minimum number of standard cubes. Lemma 3.3 classifies the obtained standard cubes according to their sizes; this lets us compute the total number of cubes of each size. Finally, these are combined in Lemma 3.6 to yield an upper bound on the total number of runs that make up any query region. Note that our proofs for the upper bound depend solely on bounding cubes$(T)$, so these apply to any other space filling curve that is based on a similar recursive decomposition of the universe, such as the Hilbert curve.

As the first step, we decide what value of $m$ such that $R_m(ℓ)$ has the required space coverage. The following lemma shows that if we truncate each side length of $R(ℓ)$ down to its $\log_2 \frac{2d}{m}$ most significant bits, then the volume of the resulting rectangle is within $(1 - ϵ)$ of the volume of $R(ℓ)$.

**Lemma 3.1.** Let $0 < ϵ < 1$. If $m ≥ \log_2 \frac{2d}{m}$, then $\frac{\text{vol}(R_m(ℓ))}{\text{vol}(R(ℓ))} ≥ 1 - ϵ$.

**Proof.** Let $γ = \frac{\text{vol}(R_m(ℓ))}{\text{vol}(R(ℓ))}$. Then,

$$γ = \prod_{i=1}^{ind} \frac{t(ℓ_i, m)}{ℓ_i} \geq \frac{t(ℓ_i, m)}{t(ℓ_i, m) + 2^{b(ℓ_i)−m}} = \frac{1}{1 + \frac{2^{b(ℓ_i)−m}}{t(ℓ_i, m)}} \geq \frac{1}{1 + \frac{2^{b(ℓ_i)−m}}{2m^{m−1}}席}$$

Since $1 + x ≤ e^x$ for all real $x$,

$$t(ℓ_i, m) \geq e^{\frac{1}{2m^{m−1}}} = e^{\frac{2}{m}}.$$

Thus,

$$γ = \prod_{i=1}^{ind} t(ℓ_i, m) \geq e^{-\frac{2d}{m}} = e^{−2d} ≥ 1 - \frac{2d}{m}.$$

Since $m ≥ \log_2 \frac{2d}{m}$, we have $\frac{2d}{m} ≤ ϵ$, and thus $γ ≥ 1 - ϵ$. □

Next we consider the partitioning of a subset of $t(ℓ)$ into standard cubes. Note that it is trivial to partition any region into a set of standard cubes, since the individual cells themselves are standard cubes. We now describe a greedy algorithm that outputs the partition of any region $R$ (which is not necessarily a rectangle) into a minimum number of standard cubes. The greedy algorithm works as follows. If the region $R$ is empty, then the algorithm outputs nothing and exits. Otherwise, the largest standard cube that fits within $R$, say $C$, is chosen and output. The algorithm is then recursively applied on input $R − C$.

**Lemma 3.2.** The greedy algorithm, when applied to region $R$, produces an optimal partition of $R$ into a minimum number of standard cubes.

**Proof.** We prove the result by induction on vol$(R)$, the number of cells in $R$. For the base case, where vol$(R) = 0$, the algorithm is obviously correct. For the inductive case, assume that for every region $R$ such that vol$(R) < κ$, the greedy algorithm decomposes $R$ into the minimum number of standard cubes.

Consider a region $R$ such that vol$(R) = κ$. Let $C$ be the largest standard cube completely contained within $R$. Let $E$ denote a partition of $R$ into the minimum number of standard cubes. We use proof by contradiction to show that $E$ must contain $C$ as an element. Suppose $C ∉ E$. Let $E' ≤ E$ represent the set of standard cubes within $E$ that contain cells that make up $C$. Clearly $E'$ is non-empty. Since each element of $E'$ intersects $C$, and none of them can equal $C$, it must be true from Lemma 2.1 that every element of $E'$ is fully contained within $C$. This yields a decomposition of $R$ into a fewer number of standard cubes than $E$ by replacing $E'$ with a single cube $C$, contradicting the optimality of $E$. Thus $E$ must contain $C$, and the first step of the greedy algorithm is proved correct. The remaining region $(R − C)$ has fewer than $κ$ cells, since $C$ is non-empty. By the inductive hypothesis, the greedy algorithm generates an optimal decomposition of $(R − C)$, and the proof is complete. □

Let $D(ℓ)$ represent the set of standard cubes resulting from a greedy decomposition of $R(ℓ)$. Let $D_i(ℓ)$ represent a subset of $D(ℓ)$ consisting of standard cubes of side length $2^i$. For integer $x$, let $x_j$ denote the $j$th bit in $x$, where $x_0$ is the least significant bit of $x$ and $x_{log_2(−1)}$ is the most significant bit of $x$.

Let $S_i(ℓ) =(ℓ_1, ℓ_2, ..., ℓ_j$ denote the result of returning only the most significant bits in $x$ starting from $x_j$ onwards, and zeroing out the rest. When the input is a vector, the operator $S_i(ℓ)$ will be applied to each element in the vector. Thus $S_i(ℓ) = (S_i(ℓ_1), S_i(ℓ_2), ..., S_i(ℓ_d))$.

For $i = 1, ..., d$ and $j = 0, 1, ..., b(ℓ_i) − 1$, let $ℓ_{i,j}$ denote $(ℓ_{i,j})$. For $j$ ∈ [0, k], indicator variable $O_i(ℓ)$ is defined as follows: $O_i(ℓ) = 0$, if $ℓ_{i,j} = 0$ for all $i$ ∈ [1, d]; $O_i(ℓ) = 1$, if $ℓ_{i,j} = 0$ for some $j$ ∈ [1, d]. Assume w.l.o.g. $ℓ_1 ≤ ℓ_2 ≤ ... ≤ ℓ_d$. The following lemma characterizes the type and location of the standard cubes resulting from an optimal partition of $R(ℓ)$.

**Lemma 3.3.** For $b(ℓ_i) ≤ i ≤ b(ℓ_d) − 1$, $D_i(ℓ)$ is empty. For $0 ≤ i ≤ b(ℓ_i) − 1$.

1. $D_i(ℓ)$ is non-empty if and only if $O_i(ℓ) = 1$.
2. The region occupied by $\bigcup_{j=0}^{b(ℓ_i)−1} D_j(ℓ)$ is the extremal rectangle $R(S_i(ℓ))$. 
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Proof. First we prove by contradiction that $D_i(\ell)$ is empty for $b(\ell_i) \leq i \leq b(\ell_e) - 1$. Suppose $D_i(\ell)$ is non-empty for some $i, j, b(\ell_i) \leq i \leq b(\ell_e) - 1$. Let $C_j \in D_i(\ell)$ be a standard cube of side length $2^j$. The projection of $C_j$ on the first dimension dimension is a line segment of length $2^j \geq 2^{b(\ell_i)}$. But, the projection of the cube along the first dimension can be no more than $\ell_i$, which is at most $2^{b(\ell_i)} - 1$. This is a contradiction. Thus $D_i(\ell)$ must be empty for $b(\ell_i) \leq i \leq b(\ell_e) - 1$.

For such that $0 \leq i < b(\ell_1) - 1$, we use proof by reverse induction on $i$, starting from $i = b(\ell_1) - 1$ and going down to $i = 0$. We first consider the base case: $i = b(\ell_1) - 1$. We have $\Omega_{b(\ell_1)-1}(\ell) = 1$, because $\ell_1(\ell_i) = 1$. Since $S_b(\ell_1-1)(\ell)$ is non-zero and no more than $\ell_i$ for $1 \leq i \leq d$, it must be true that the extremal rectangle $R(S_b(\ell_1-1)(\ell))$ is not empty and is fully contained inside $R(\ell)$. Moreover, $S_b(\ell_1-1)(\ell)$ is divisible by $2^{b(\ell_1)} - 1$ for $1 \leq i \leq d$. So $R(S_b(\ell_1-1)(\ell))$ can be decomposed into the union of standard cubes of side length $2^{b(\ell_1)} - 1$. Such standard cubes will be chosen by the greedy algorithm if they exist. Since $R(S_b(\ell_1-1)(\ell))$ is not empty, we know $D_{b(\ell_1)-1}(\ell)$ is also non-empty.

Finally, we claim there is no standard cube of side length $2^{b(\ell_1)} - 1$ in the region $R(\ell) - R(S_b(\ell_1-1)(\ell))$. We use proof by contradiction. Suppose the specified region contains one standard cube $C \in D_{b(\ell_1)-1}(\ell)$. Since two standard cubes cannot intersect each other (Lemma 2.1), there can be no intersection between $C$ and $R(S_b(\ell_1-1)(\ell))$. Under this condition, there must exist at least one dimension on which the projections of $C$ and $R(S_b(\ell_1-1)(\ell))$ are disjoint. Proof by contradiction. Suppose the projections of $C$ and $R(S_b(\ell_1-1)(\ell))$ overlap on every dimension. Let $[l_i, r_i]$ denote the overlapping segment between the two projections along the $i$th dimension. As a result, $[l_1, r_1] \times [l_2, r_2] \times \cdots \times [l_d, r_d]$ forms a rectangle which is shared by both rectangles, which contradicts the fact that they don’t intersect. Therefore, the projections of $C$ and $R(S_b(\ell_1-1)(\ell))$ must be disjoint along some dimension.

Assume w.l.o.g. that the projections of $C$ and $R(S_b(\ell_1-1)(\ell))$ are disjoint along dimension $1$. The combined lengths of their projections along dimension $1$ is $S_b(\ell_1-1)(\ell) + 2^{b(\ell_1)} - 2 = 2^{b(\ell_1)} - 1$. However $l_1$ can be no more than $2^{b(\ell_1)} - 1$. We reached a contradiction. Therefore the region $R(\ell) - R(S_b(\ell_1-1)(\ell))$ cannot contain $C$. As a consequence, the region occupied by $D_{b(\ell_1)-1}(\ell)$ corresponds to the extremal rectangle $R(S_b(\ell_1-1)(\ell))$. This proves the base case.

For the inductive case, assume that the theorem remains true for every $i, b(\ell_i) - 1 \geq i \geq k + 1$. We now consider the case $i = k$.

We study the following two cases.

Case I: $O_i(\ell) = 0$. We prove by contradiction that $D_i(\ell)$ must be empty. Suppose $D_i(\ell)$ is not empty and $C_j \in D_i(\ell)$ be a standard cube of side length $2^k$. The inductive hypothesis tells us $\bigcup_{j=0}^{b(\ell_k)-1} D_j(\ell)$ forms an extremal rectangle $R(S_b(\ell_k))(\ell)$. We are able to show, by following the analysis for the base case, the remaining region $R(\ell) - R(S_b(\ell_k))(\ell)$ cannot contain $C$. This means $D_i(\ell)$ must be empty. Since $D_i(\ell)$ is empty, the inductive hypothesis can be directly extended to show that standard cubes in $D_i(\ell)$ with a side length of $2^k$ or higher form an extremal rectangle $R(S_b(\ell))$.

Case II: $O_i(\ell) = 1$. Consider the extremal rectangles $R(S_b(\ell_i))$ and $R(S_b(\ell_i+1))(\ell_i)$. Since $S_b(\ell_i+1)(\ell_i) \leq S_b(\ell_i)(\ell_i) \leq \ell_i$, it must be true that $R(S_b(\ell_i+1))(\ell_i)$ is fully contained in $R(S_b(\ell_i))$, which is in turn fully contained within $R(\ell)$. Since $S_b(\ell_i)(\ell_i)$ is divisible by $2^i$ for $1 \leq i \leq d$, so $R(S_b(\ell_i))(\ell_i)$ can be decomposed into a union of standard cubes of side length $2^i$. Similarly, it can also be shown that $R(S_b(\ell_i+1))(\ell_i)$ can be decomposed into a union of standard cubes of side length $2^i$. Since $R(S_b(\ell_i+1))(\ell_i)$ is fully contained within $R(S_b(\ell_i))(\ell_i)$, the set of standard cubes in $R(S_b(\ell_i+1))(\ell_i)$ is a subset of the standard cubes in $R(S_b(\ell_i))(\ell_i)$. Thus the region $R(S_b(\ell_i))(\ell_i) - R(S_b(\ell_i+1))(\ell_i)$ can also be decomposed into multiple standard cubes of side length $2^i$. Furthermore because $O_i(\ell) = 1$, we must have $\ell_k = 1$ for some $i$ and in turn $S_b(\ell_i) - S_b(\ell_i+1)(\ell_i) > 0$. So the region $R(S_b(\ell_i))(\ell_i) - R(S_b(\ell_i+1))(\ell_i)$ is not empty. We can follow an analysis that is similar to the base case to show that the remaining region $R(\ell) - R(S_b(\ell_i))(\ell_i)$ does not contain any standard cube of side length $2^i$. This completes the proof that $D_i(\ell)$ is non-empty and the union of standard cubes of side length $2^i$ or higher in $D(\ell)$ form the extremal rectangle $R(S_b(\ell_i))(\ell_i)$.

Lemma 3.3 can be used to totalize the minimum number of standard cubes in $R^m(\ell)$ as stated in Lemma 3.6.

We will need the following additional definition and lemma for the proof of Lemma 3.5. For every $i = 0, \ldots, b(\ell_i) - 1$, let $N_i = |D_i(\ell)|$.

Lemma 3.4. For every $i = 0, \ldots, b(\ell_i) - 1$, we have the following. If $O_i(\ell) = 0$, then $N_i = 0$. If $O_i(\ell) = 1$, then

$$N_i = \frac{\prod_{j=1}^{i} S_1(\ell_j) - \prod_{j=1}^{i} S_{b+1}(\ell_j)}{2^{id}}.$$

Proof. From Lemma 3.3, we know that if $O_i(\ell) = 0$, then $N_i = 0$. If $O_i(\ell) = 1$, all standard cubes in $D_i(\ell)$ lie in the region $R(S_b(\ell_i))(\ell_i) - R(S_b(\ell_i+1))(\ell_i)$. The expression for $N_i$ can be derived through dividing the difference in the volumes of the two rectangles (which in turn can be obtained through Lemma 3.3) by the volume of a standard cube of side length $2^i$.

Lemma 3.5. $cubes(R^m(\ell))$ is maximized iff $(1) e_{j,x} = 1$ for $x \in [b(\ell_i) - m, b(\ell_i) - 1]$ and $j \in [1, d]$ $(2) b(\ell_i) = b(\ell_e)$ for $1 < j < d$.

Proof. From Lemma 3.3, we have cubes $R^d(\ell) = \sum_{i=b(\ell_i)-k}^{b(\ell_1)-1} N_i$. Using Lemma 3.4,

$$N_i = \frac{1}{(2)^d} \left[ \prod_{j=1}^{i} S_1(\ell_j) - \prod_{j=1}^{i} S_{b+1}(\ell_j) \right].$$

It can be verified that each individual component in the above expression is maximized when $(1) e_{j,x} = 1$ for $x \in [b(\ell_i) - m, b(\ell_i) - 1]$ and $j \in [1, d]$ $(2) b(\ell_i) = b(\ell_e)$ for $1 < j < d$. Thus $N_i$ is maximized under the same conditions. Since this is true for all $i$ ranging from $b(\ell_i) - k$ till $b(\ell_i) - 1$, the lemma follows.

Lemma 3.6. $cubes(R^m(\ell)) < m \cdot 2^{d(m-1)}$. Proof. We consider two cases: $(1) k < \alpha$ and $(2) k \geq \alpha$. To find an upper bound on cubes $R^m(\ell)$, assume vector $\ell$ satisfies the conditions specified by Lemma 3.5.

Case 1: $k < \alpha$.

According to Lemma 3.4, we have for $i \in [b(\ell_i) - k, b(\ell_i) - 1]$,

$$N_i = \prod_{j=2}^{i} \frac{S_1(\ell_j) - S_{b+1}(\ell_j) - S_{b+1}(\ell_j)}{2^{i-1}} \cdot \frac{S_1(\ell_j)}{2^{i-1}}.$$
According to Lemma 3.5, we have \( \ell_{j,x} = 1 \) for \( x \in [b(\ell_d) - k, b(\ell_d) - 1) \) and \( 1 < j \leq d \).
Since \( k < \alpha \), it must be true that \( b(\ell_d) - k > b(\ell_1) > i \). This leads to \( N_i = S_i(b(\ell_d) - k) \) for \( 1 < j \leq d \).

\[
N_i = \left( \frac{S_{b(\ell_d) - k}(\ell_d)}{2^i} \right)^{d-1} \cdot \left( \frac{S_i(\ell_1)}{2^i} - \frac{S_{i+1}(\ell_1)}{2^i} \right) = \left( \sum_{x=b(\ell_d) - k}^{b(\ell_d) - 1} 2^{-x+1} \right)^{d-1} = \left( 2^{b(\ell_d) - i} - \frac{b(\ell_d) - k}{2^i} \right)^{d-1} = \left( 2^{b(\ell_d) - i} - \frac{1 - \frac{1}{2^i}}{2} \right)^{d-1} < \left( 2^{2(2^k - 1)} \right)^{d-1}.
\]

By combining case 2.1 and case 2.2, we have

\[
\text{cubes}(R^k(\ell)) < \sum_{i=b(\ell_d) - k}^{b(\ell_d) - 1} \left( 2^{b(\ell_d) - i} - 2 \right)^{d-1} + \sum_{i=b(\ell_d) - k}^{b(\ell_d) - 1} \left( 2^{2(2^k - 1)} \right)^{d-1} = 2(\ell_1 - 1 + \alpha \cdot \left[ 2^{2(2^k - 1)} \right]^{d-1}) < (\alpha \cdot 2^{2(\ell_d - 1)} + 2k) \cdot \left( 2^{2k - 1} \right)^{d-1}.
\]

Recall that \( \alpha = b(\ell_d) - b(\ell_1) \) is the aspect ratio of the rectangle, and \( 0 < \epsilon < 1 \) is a user parameter indicating the desired coverage of the approximate query.

**Theorem 3.1.** For any SFC that is based on a recursive partitioning of the universe (such as the Z curve and the Hilbert curve), the cost of an \( \epsilon \)-approximate point dominance query is \( O(\log \frac{d}{\epsilon} \cdot \left( 2^{2m+1} \right)^{\frac{d}{d-2}}) \).

**Proof.** Using Lemma 3.6 and since runs of \( R^m(\ell) \) \( \leq \) \( \text{cubes}(R^m(\ell)) \) (Observation 3.1), we have runs \( R^m(\ell) < m \cdot \left[ 2^{2m} \right]^{\frac{d}{d-2}} \). From Lemma 3.1, if we choose \( m = \log_2 \frac{d}{\epsilon} - 1 \), we are guaranteed that \( R^m(\ell) \) covers at least \( 1 - \epsilon \) fraction of the volume of \( R(\ell) \). Thus the number of runs that have to be accessed for an \( \epsilon \)-approximate point-dominance query is no more than \( \log_2 \frac{d}{\epsilon} - 1 \), which yields the desired upper bound.

## 4. Lower bound for exhaustive point dominance

In this section, we prove a lower bound on the worst-case cost of exhaustive point dominance using the Z-curve (Theorem 4.1). The worst-case cost is equal to runs(\( R(\ell) \)). However, estimating the size of runs(\( R(\ell) \)) is much harder than estimating the size of \( \text{cubes}(R(\ell)) \), because there is no simple characterization for runs(\( R(\ell) \)), similar to the "greedy" characterization for cubes(\( R(\ell) \)).

Our strategy for proving a lower bound is as follows. We construct an extremal rectangle \( R(\ell) \) such that for a large subset of the standard cubes resulting from a greedy (optimal) partition of \( R(\ell) \), no two cubes in the subset can belong to the same run in the Z curve. Thus \( \text{runs}(R(\ell)) \) is no less than the size of this subset of standard cubes.

Let \( y \) be an integer in \((0, k - \alpha)\). Given a value of the aspect ratio \( \alpha \), we consider the following extremal rectangle \( R(\ell); (1) \ell_j = 2^j - 1 \) and \((2) \) \( b(\ell_i) = \gamma + \alpha \) for \( i \in [1, d] \). We examine a smaller rectangle \( R_0 \) contained inside \( R(\ell) \). \( R_0 \) is constructed by selecting the least significant bit from \( \ell_j \) and the most significant bit from \( \ell_i \) for \( i \in [1, d] \). Thus, the side length of \( R_0 \) along dimension \( x \) is \( 1 \), and the side length of \( R_0 \) along all other dimensions is \( 2^{b(\ell_j) - 1} \). When the greedy partition is applied, \( R_0 \) is filled with standard cubes with a side length of \( 1 \), since its shortest side has length \( 1 \).

Note that every standard cube in rectangle \( R_0 \) must be a cell, since one side of \( R_0 \) has unit length. The coordinates of each cell in \( R_0 \) exhibits the pattern shown in Fig. 3, and the key of the cell is formed by interleaving the bits representing its coordinates, as shown Fig. 4. Lemma 4.1 uses this pattern to prove that no two cells in \( R_0 \) belong to the same run on the Z-curve.

**Lemma 4.1.** No two standard cubes in \( R_0 \) belong to the same run on the Z space filling curve.
5. Algorithm for approximate point dominance

In this section, we present an algorithm for approximate point dominance based on the Z SFC. The input points are organized into an SFC array (described in Section 2), in which they are sorted according to their positions on the Z curve. It is easy to maintain this sorted order, while allowing frequent additions and deletions of points, by using a dynamic ordered data structure such as a balanced binary tree.

Given a point dominance query, our algorithm follows the greedy approach to partition the query region into a minimum number of standard cubes. It then searches these cubes in the SFC array for covering subscriptions, in the descending order of their volumes. Meanwhile it keeps track of the ratio of the volume searched to the volume of the query region. The search terminates when either a covering subscription is found or this ratio exceeds 1 - \( \epsilon \).

Let \( R(\ell) \) denote the extremal rectangle to be searched for a point dominance query, where \( \ell = (\ell_1, \ell_2, \ldots, \ell_d) \). Recall that \( D_i(\ell) \) (defined in Section 3) represents the set of standard cubes resulting from the greedy decomposition of \( R(\ell) \), whose side length is \( 2^i \). Our algorithm will search the standard cubes in \( R(\ell) \) in the descending order of \( i \). In what follows, we show how to enumerate the standard cubes within \( D_i(\ell) \) when it is not empty.

The enumeration is a 2-step recursive process. Let \( A(D_i(\ell)) \) represent the area occupied by \( D_i(\ell) \). We first divide \( A(D_i(\ell)) \) into a set of disjoint rectangles, each of which is a union of standard cubes within \( D_i(\ell) \). The rectangles are classified into categories according to their side lengths, as follows. For \( 1 \leq m \leq d \), let \( R_{i,m}(\ell) \) denote the set of rectangles that satisfy the following two properties: (1) The side length of the rectangle along \( m \) dimensions is exactly \( 2^i \). (2) The side length of the rectangle along the remaining \((d-m)\) dimensions is a multiple of \( 2^i \). The following equation follows from the definition of \( R_{i,m}(\ell) \).

\[
A(D_i(\ell)) = \bigcup_{m=1}^{\text{mod}(\ell)} R_{i,m}(\ell).
\]

We first enumerate all rectangles within \( E_{i,m}(\ell) \) and then the standard cubes contained within each resulting rectangle. First, we demonstrate how to enumerate the rectangles within \( R_{i,m}(\ell) \), if it is not empty. Let vector \( r(\ell, i, m) \) express a rectangle within \( R_{i,m}(\ell) \). The size of \( r(\ell, i, m) \) is \( d \). Element \( r[j] \) records the position of a non-zero bit in \( \ell_j \). Furthermore \( 2^m \) measures the side length of the rectangle along dimension \( j \). According to the definition of \( R_{i,m}(\ell) \), there are exactly \( m \) elements in \( r(\ell, i, m) \), satisfying \( r[j] = i \). For the remaining \((d-m)\) elements, we have \( r[j] \in [i+1, b(\ell_j) - 1] \). Let \( b(x) \) represent the number of bits in the binary representation of integer \( x \).

Let NonZeroDim\((\ell, i)\) denote all the dimensions \( j \) that satisfy \( b(\ell_j) = 0 \). Let \( FixedDim(\ell, i, m) \) denote all unique combinations of \( m \) elements in NonZeroDim\((\ell, i)\). If \( R_{i,m}(\ell) \) is not empty, the size of NonZeroDim\((\ell, i)\) is no less than \( m \). So FixedDim\((\ell, i, m)\) is also non-empty.

Let \( f_d(\ell, i, m) \) be an element in FixedDim\((\ell, i, m)\). We can use it to settle the value of \( m \) elements in \( r(\ell, i, m) \). In particular, for the \( m \) dimensions characterized by \( f_d(\ell, i, m) \), the corresponding \( r[j] \) is equal to \( i \). For the remaining \((d-m)\) dimensions, the choices for the corresponding \( r[j] \) are the positions of non-zero bits in \( \ell_j \) between \( i+1 \) and \( b(\ell_j) - 1 \). So it may not be limited to a single value. Every unique combination of these \((d-m)\) elements refers to a unique rectangle in \( R_{i,m}(\ell) \), subject to the restriction of \( f_d(\ell, i, m) \). Algorithm 1 describes a procedure to return a different instance of \( r(\ell, i, m) \) upon each invocation, subject to the restriction of \( f_d(\ell, i, m) \).

We use an example to explain Algorithm 1. Suppose we are given an extremal rectangle \( 7 \times 5 \). The picture shows the space occupied by \( D_0(\ell) \), i.e. the union of standard cubes with side length equal to 1. We notice \( A(D_0(\ell)) \) can be divided into 4 disjoint rectangles (see Fig. 5). Let \( r = (r_1, r_2) \) be the expression of a such rectangle. Fig. 6 reveals the connection between \( \ell = (\ell_1, \ell_2) \) and \( r = (r_1, r_2) \). If we fix dimension 1, we have \( r = (0, 2) \). This refers to rectangle \( 1 \times 4 \). If we fix dimension 2, we have \( r = (1, 0) \) or \( r = (2, 0) \). That gives us two rectangles \( 2 \times 1 \) and \( 4 \times 1 \). If we fix both dimensions, we have \( r = (0, 0) \). That returns us the last rectangle \( 1 \times 1 \).

As the second step, we demonstrate how to enumerate the standard cubes contained within a rectangle represented by vector...
Algorithm 1: EnumerateRectangle

/* This procedure returns a different rectangle within \( R_{m}(\ell) \) upon each invocation, subject to the constraint of \( fd(\ell, i, m) \). The notations used in the algorithm are defined in Section 5. */

Input:
\( \ell = (\ell_1, \ell_2, \ldots, \ell_d) \) : the side lengths of an extremal rectangle; 
i: The returned rectangle is a union of standard cubes with side length equal to 2^i; 
m : The total number of dimensions, along which the side length of the returned rectangle is 2^i; 
\( fd(\ell, i, m) \) : an element in FixedDim(\( \ell, i, m \)); 
\text{initFlag}: Initialization is required, if this flag is set to true;

Output:
\( r(\ell, i, m) \) : a vector of size \( d \) describing a rectangle within \( R_{m}(\ell) \). Element \( r[j] \) records the position of a non-zero bit in \( \ell_j \). Furthermore, 2^j-i measures the side length of the returned rectangle along dimension \( j \). If the returned value is \((-1, -1, \ldots, -1)\), it indicates the end of enumeration;

begin 
Create two vectors of size \( d \) : NextRectangle and NoMoreRectangle. They are declared as static variables to the procedure;
if \text{initFlag} is true then
NoMoreRectangle \( \leftarrow (-1, -1, \ldots, -1) \);
for \( z \) from 1 to \( d \) do
if \( z \in fd(\ell, i, m) \) then
NextRectangle[\( z \)] \( \leftarrow i \);
else
NextRectangle[\( z \)] \( \leftarrow b(\ell_z) - 1 \);
return NextRectangle;
for \( z \) from 1 to \( d \) do
if \( z \notin fd(\ell, i, m) \) then
NextRectangle[\( z \)] \( \leftarrow \) the position of the next non-zero bit in \( \ell_z \) between NextRectangle[\( z \)] - 1 and \( i + 1 \);
if NextRectangle[\( z \)] is undefined then
NextRectangle[\( z \)] \( \leftarrow b(\ell_z) - 1 \);
else
return NextRectangle;
return NoMoreRectangle;
/* If we finish the entire for loop, NextRectangle rotates back to the vector when it first gets initialized. This indicates the termination of the enumeration. */

\( r(\ell, i, m) \). We use vector \( c(\ell, i, m) \) to represent a such cube. The vector has a size of \( d \). These standard cubes have a side length of 2^i.

They are obtained after \((k - i)\) rounds of recursive partitioning of the universe as described in Section 2. When the recursion stops at the depth of \((k - i)\), each dimension of the universe is split into \( 2^{k-i} \) number of equal line segments. Furthermore a cube’s projection on any dimension is one of the resulting line segments. We sequentially assign each line segment a unique index number (starting at 0 from the low end). The index number is an integer of \((k - i)\) bits. Element \( c[j] \) in \( c(\ell, i, m) \) records the index number of a cube’s projection on dimension \( j \). Thus vector \( c(\ell, i, m) \) defines the cube’s position in the universe.

Notation \( r[j] \) represents an element in \( r(\ell, i, m) \), and \( c[j] \) represents an element in \( c(\ell, i, m) \). Let \( \ell_x \) denote the xth bit of \( \ell \), and \( c[j] \) denote the xth bit of \( c[j] \). Section 2 defines the size of the \( d \)-dimensional universe \( U \) to be \( 2^k \times 2^k \times \ldots \times 2^k \). The value of \( c[j] \) can be derived from \( \ell \) and \( r[j] \) as follows.

\[ c[j] = ¬\ell_x \quad \text{when} \ x \in [r[j] + 1, k - 1] \]
\[ c[j] = 1 \quad \text{when} \ x = r[j] \]
\[ c[j] = 0 \quad \text{or} \ 1 \quad \text{when} \ x \in [i, r[j] - 1] \]

Since the lower bits of \( c[j] \) (between the position 0 and \( r[j] i - 1 \)) are not determined, \( c[j] \) may not be limited to a single value. It is not difficult to see that every unique combination of the possible values of \( c[1] \) through \( c[d] \) defines a unique instance of \( c(\ell, i, m) \).

Algorithm 2 describes a procedure to enumerate all the instances of \( c(\ell, i, m) \).

We continue using the previous example to explain Algorithm 2. Rectangle \( 2 \times 1 \times \ldots \times 1 \) in \( \text{Al}(D_0(\ell)) \) contains two standard cubes. The corresponding vector \( r = (1, 0) \). We use \( c = (c_1, c_2) \) to express a standard cube contained within \( r \). Based on Eq. (1), the possible values of \( c_1 \) are \((010)_2 \) and \((011)_2 \). \( c_2 \) has only one value \((011)_2 \). The combination of \((010)_2, (011)_2 \) describes the left standard cube, and the combination of \((011)_2, (011)_2 \) gives the right standard cube.

Once we have the expression of \( c(\ell, i, m) \), it is easy to search the corresponding cube in the SFC array. We need to compute the keys of the first and last cells in the cube. Each key is an integer of \( d \times k \) bits. The \( d \times (k - i) \) bits in the highest order of the key can be obtained by interleaving the bits of \( c[1] \) through \( c[d] \) in the order from the highest to the lowest. The remaining \( d \times i \) bits in the lowest order of the key are all 0 for the first cell, and all 1 for the last cell.

6. Simulation study

In this section, we report on the results from a simulation study of the algorithm for approximate covering detection. We evaluate the cost of an approximate search, as well as the advantage in using approximate search versus exhaustive search, using the Z space filling curve, and the algorithm as described in Section 5. This evaluation is done for different number of dimensions, and for different aspect ratios. We considered the most expensive cases of searching of “sparse” presence of covering subscriptions, where the entire search region has to be searched to find a covering subscription, and the search cannot stop early. This models the case when either there is no covering subscription, or there are very few covering subscriptions, so that most of the cells in the feasible region have to be examined to find a covering subscription. Other cases of “dense” presence of covering subscriptions are less interesting in our context, since in such cases, even an exhaustive
search can stop early soon after a covering subscription has been found. Further, such cases of dense presence of covering subscriptions do not lead to expensive search times, so that it may not be necessary to optimize any further.

If the rectangle in a $d$ dimensional universe is restricted to have an aspect ratio of $\alpha$, this poses constraints on the lengths of different sides of the rectangle. We generate a query rectangle by selecting the coordinates of one of the endpoints of the rectangle randomly, subject to the constraint that the shorter side length is still allowed in the universe, then fixing the length of the shorter side, and then choosing the lengths of the remaining sides in accordance with the constraint that no side can be longer than that governed by the aspect ratio. For each point in the plot below, we considered the mean search time for 50 different queries, generated randomly subject to the above constraints.

The following plots show the cost of an exhaustive search for covering subscriptions, by examining the entire search space for a dominating point, in comparison with the cost of an approximate search for covering subscription. The "space coverage" parameter is the ratio of the volume of the space searched by the approximate search to the total volume of the space to be searched for a covering subscription, and is shown on the $x$-axis. There are two types of plots, one for the query time for 50 approximate search queries (shown on the $y$-axis), and the other where the speedup of approximate search shown on the $y$-axis (the speedup is defined as the ratio between the time for exhaustive versus approximate search).

The "dimension" parameter is the number of dimensions of the universe where the search a dominating subscription is conducted. Note that this is twice the number of dimensions in the original data points. For instance, if the event space is two-dimensional (i.e. two attributes), the space for point dominance search is a four dimensional space (see Figs. 7–9).

**Discussion.** For every case studied, approximate search yielded a speedup which was greater than the inverse of the space coverage ratio. In other words, as expected, the cost of searching say, 65% of the search space (space coverage $= 0.65$) is much less than 65% of the cost of searching 100% of the search space. Typically, the speedups were much more than the inverse of the space coverage ratio. For instance, with 4 dimensions, and aspect ratio less than 0, 1, or 2, the speedups for 70% coverage was nearly a factor of 500. With 4 dimensions, and an aspect ratio of 0, 1, or 2, the speedup for 90% coverage is nearly a factor of 20. The speedup is much smaller for larger dimensions (dimension $= 8$) but is still significant, especially for coverage ratios that are 0.75 or smaller. For instance, with 8 dimensions, and a coverage ratio of 0.75, the speedup was nearly threefold, for aspect ratios 0, 1, and 2.

The decrease in speedup with the number of dimensions is consistent with our theoretical observations, as described in Section 1.2. Also to note is that as the extremal rectangle becomes larger (with the aspect ratio the same), the speedup due to approximate searching becomes larger, since large search rectangles are more likely to contain large runs completely within them. In general, the speedup decreases as the aspect ratio increases, sometimes substantially so.
Algorithm 2: EnumStdCube

/* This procedure returns a different standard cube contained inside the rectangle denoted by \( r(\ell, i, m) \) upon each invocation. The notations used in the algorithm are defined in Section 5. */

Input:
- \( r(\ell, i, m) \): a vector of size \( d \) describing the input rectangle;
- \( k \): The size of the \( d \)-dimensional universe \( U \) is \( 2^k \);
- \( \ell = (\ell_1, \ell_2, \ldots, \ell_d) \): the side lengths of an extremal rectangle;
- \( i \): The side length of the returned standard cube is \( 2^i \);
- \( m \): The total number of dimensions, along which the side length of the input rectangle is \( 2^i \);
- initFlag: Initialization is required, if this flag is set to true;

Output:
- \( c(\ell, i, m) \): a vector of size \( d \) describing the returned standard cube.
- Element \( c[i][j] \) records the position of the cube's projection on dimension \( j \). If the returned value is \((-1, -1, \ldots, -1)\), it indicates the end of enumeration;

begin
Create two vectors of size \( d \): NextCube and NoMoreCube.
They are declared as static variables to the procedure;

if initFlag is true then
   NoMoreCube \( \leftarrow (-1, -1, \ldots, -1) \);
for \( z \) from 1 to \( d \) do
   for \( x \) from 1 to \( k - 1 \) do
      if \( x \in [i, r[z] - 1] \) then
         NextCube[\( z \times i \cdot j \cdot k \)] \( \leftarrow 0 \);
      else if \( x \in [r[z] + 1, k - 1] \) then
         NextCube[\( z \times i \cdot j \cdot k \)] \( \leftarrow -\ell_2 \times z \);
      else
         NextCube[\( z \times i \cdot j \cdot k \)] \( \leftarrow 1 \);
   return NextCube;

for \( z \) from 1 to \( d \) do
   Create temp as a bit vector of size \( r[z] - i \);
   temp \( \leftarrow \) the lower bits of NextCube[\( z \times i \cdot j \cdot k \)] between the position 0 and \( r[z] - i - 1 \);
   if temp is defined then
      temp \( \leftarrow \) temp + 1;
      Set the lower bits of NextCube[\( z \times i \cdot j \cdot k \)] between the position 0 and \( r[z] - i - 1 \) to temp;
   if temp > \( 0 \) then
      return NextCube;

/* If we finish the entire for loop, NextCube rotates back to the vector when it first gets initialized. This indicates the termination of the enumeration. */
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