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A Message from the Chair

It is my pleasure to present to you the highlights of the tremendous progress we are making in fulfilling our mission and achieving our goals in electrical and computer engineering at Iowa State University (ISU). We have hired nine high-caliber faculty members during the last two years, awarded a record number of PhD degrees during the academic year 2005–06, maintained an excellent undergraduate degree program, and awarded a near-record number of undergraduate degrees. We are starting a new degree program in software engineering. Our PhD population has increased to four per tenure-track faculty member. We have acquired significant computing power. Our faculty is well recognized. From the report, you will see how our faculty is contributing and achieving recognition for themselves, the department, and Iowa State. These are all very powerful indicators of progress at ISU.

To meet the challenge of the future and to carry out the cutting-edge research for the betterment of society, we have identified five strategic areas in which the department will invest and spend its energy. We believe that this will allow us to adapt and respond in a timely manner. These areas are: bioengineering, distributed sensing and decision making, cyber infrastructure, energy infrastructure, and small-scale technologies. You will see an article on each of these topics describing the challenges and the contributions our students and faculty are making in these areas. We strive to continue to make an impact on society.

— Arun Somani
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Combining engineering with life sciences

Biology, once largely an empirical science, is rapidly changing as physics, mathematics, and engineering concepts become integral to the field. The Department of Electrical and Computer Engineering (ECpE) at Iowa State University is making a concerted effort to bring engineering and the life sciences together, thus making ECpE a leader in changing the way we look at combining these two areas of study.

At the heart of this effort are discoveries like gene-regulation mechanisms and the enhanced ability to investigate bioprocesses at molecular and cellular scales. ECpE is set to play a significant role in these areas.

Bioresearch at the small scale

The discovery of the DNA structure by James Watson and Francis Crick laid the foundation for the present framework in molecular and cellular biology. And now ECpE is leveraging that work in a high-profile project.

Iowa State is one of four institutions participating in a $32-million, three-year project funded by the National Science Foundation (NSF), the U.S. Department of Agriculture, and the Department of Energy to sequence the maize genome. Led by ECpE Professor Srinivas Aluru, the team, which includes Arun Somani, Jerry R. Junkins Professor and ECpE chair; Patrick Schnable, director of the Center for Plant Genomics; and Robert Jernigan, director of the Laurence H. Baker Center for Bioinformatics and Biological Statistics, is currently working on multiple projects in plant genomics and systems biology.

The maize genome is nearly 2.5 billion nucleotides long, making it the most complex to be sequenced to date. Because 65 to 80 percent of the genome consists of repeats, sequencing it has proven to be a challenge. When the sequencing is complete, however, scientists will be able to more effectively develop corn with traits like enhanced nutrient composition, which means better food for humans and feed for livestock. The enhanced corn also will have higher energy content for renewable fuel production and improved characteristics for use in industrial raw material. That, in turn, will create new uses for corn, benefiting both consumers and farmers.

This group of researchers also received a major research instrumentation grant from NSF. With additional allocations from the President’s Office, the Office of the Vice Provost for Research, the Office of Information Technology, and the Plant Sciences Institute, the research group has purchased an IBM BlueGene/L supercomputer with 2,048 processors. Iowa State is just the fifth major U.S. university to have this supercomputer, and one of the few universities using such a powerful computer for plant sciences research.
Aluru and Schnable teamed up to develop specialized algorithms and figured out how to use parallel computing to assemble genome sequences quickly. With the new equipment, Aluru estimates that his lab will be able to assemble 30 million short genomic sequences in a day, enabling the Iowa State team to solve large-scale computational problems in just days instead of months.

In addition to solving the maize genome, Aluru is working on a project to cluster expressed sequence tags (ESTs). At present, more than six million human ESTs and more than four million mouse ESTs are known. The computational challenge is to cluster the ESTs into groups so that the sequences that come from the same gene fall into one group. Once that’s done, researchers can figure out where the clusters come from on the genome and be able to identify the gene.

With the new supercomputer, Aluru’s group will use software they developed to cluster one million ESTs in a single run. “That’s significantly more than any other program can do,” Aluru says. “We’ll use BlueGene/L to develop a catalog of all the human genes and all of the mouse genes.”

Because computations in applications like maize genome assembly and EST clustering require an immense amount of data to be broken down in order to find a solution, Somani is leading another group that’s looking at directly implementing these algorithms using field programmable gate arrays (FPGAs). FPGAs and other types of reconfigurable logic, Somani says, can be programmed to map the computation, which accelerates the process and provides much faster computation than do processor-based systems.

But with that research, other questions are raised. For example, how will biologists studying genetic makeup use this newfound power? Associate Professor Julie Dickerson is working on that answer using a concept known as “fuzzy logic,” a term pioneered in the 1960s to define data expressed within general ranges rather than as determinate values.

“There’s a growing realization that we have to deal with uncertainty,” Dickerson says. “Traditional probability has always asked, ‘Did something happen?’ But with fuzzy logic, we’re modeling the degree to which an event occurs.”

Modeling uncertainty, Dickerson adds, helps account for the greater variation of biological networks compared to man-made systems. “It’s more than whether a given gene was expressed, she continues. “Was it highly expressed? Or was it expressed at a lower level? Those ideas must be considered in coming up with realistic models.”

Such modeling has assumed increased importance as biologists have moved from studying single genes to analyzing 20,000 to 40,000 genes simultaneously using modern chip technology and parallel computing. Work by Dickerson and others in bioinformatics and pattern recognition has helped researchers make sense of these larger volumes of data by overthrowing some of their most cherished preconceptions.

“For example, we’re getting away from the idea of everything as a pathway,” Dickerson offers. “We had a convenient notion of plant metabolism as linear flow charts: something comes in at the top and goes out at the bottom. But then we learned more about the genes, that there’s a lot of feedback and interaction. That makes a big difference.”

By abandoning certainty in favor of uncertain parameters of probability, says Dickerson, bioinformatics can reduce the vast information locked inside plant genes to manageable proportions.

“I work in pattern recognition,” she says. “There’s a lot of signal processing—we pull signals out of very noisy data and figure out if anything consistent is happening. Then we put the information back together to reconstruct the ‘black box.’ It’s unpredictable, and the problem domain is very different.”

The gene sequencing and systems biology efforts in the department are well complemented by the bioinstrumentation and manipulation work being conducted in ECpE’s NanoDynamics Systems Lab, founded by Associate Professor Murti Salapaka. Researchers in the lab are developing a new paradigm for bio-imaging at the nanoscale that employs systems concepts to significantly enhance related technology.

Until recently, manipulating and probing biological matter was limited to aggregate methods, where control and investigation could only be achieved at relatively large spatial scales. The atomic force microscope (AFM) and similar scanning-probe microscopes, however, have enabled investigation and manipulation at the molecular and cellular levels. But because existing AFM methods are slow, Salapaka’s research group has invented a new method of imaging they call transient force atomic force microscopy, which has increased sample detection rates...
by two orders of magnitude. “Research to employ the new principles of imaging to bio-
matter is being conducted,” Salapaka says, “and the related methods are particularly
suited to a combinatorial investigation setting.”

To complement the high bandwidth imaging scheme, researchers in the NanoDynamics
Systems Lab have invented a thermally driven non-contact (thNc AFM) imaging
method that enables the main probe to observe a sample for relatively long periods
of time from a distance of less than two nanometers (nm). Taking readings for a
longer period of time translates into more reliable data for scientists, Salapaka
notes. This research was highlighted in the September 2005 issue of Nature
magazine. Salapaka wrote a short article for the publication, noting that it’s difficult
to produce and maintain forced vibrations of the subnanometer amplitude necessary
for accurate imaging at the small scale. However, the thermal oscillation amplitude
of Salapaka’s probe was 0.6 nm. “This new imaging capability allows one to observe
processes at the nanometer regime in a noninvasive manner with unparalleled
resolution of one-quarter Angstrom,” Salapaka wrote.

The article points out that these findings can be useful for documenting forces resulting
from cell wall oscillations. “Now that we have a way to detect sub-nanometer changes,” Salapaka says, “we can start
thinking about using this for diagnostics in the future.”

Equipment grants from Digital Instruments and Veeco, plus an NSF CAREER matching
award, helped build the NanoDynamics Systems Lab, which houses two scanning
probe microscopes and associated hardware. A collaborative effort with
Asylum Research and Veeco, both in Santa Barbara, California, and Bioforcelab
in Ames, is supporting several projects spearheaded by ECpE faculty members.

Supercomputing in ECpE

A team led by ECpE Professor Srinivas Aluru received a Major Research
Instrumentation grant from the National Science Foundation (NSF)
to purchase a BlueGene/L Supercomputer for research in
assembling the maize genome and systems biology. This
5.7-teraflop supercomputer is among the 10 fastest, most powerful university-based
supercomputers in the U.S.

The grant was primarily awarded to further the pioneering work
conducted by Aluru and Patrick Schnable, director of Iowa State’s Center
for Plant Genomics, in making draft maize genome assemblies from NSF
pilot sequencing projects. Aluru leads the group, which can assemble
genomes using thousands to
tens of thousands of processors.
This technology is receiving the
attention of other researchers
working on genome sequencing
projects, and the software is used
by over 45 organizations around
the world for other problems in
computational genomics.

Iowa State is part of a consortium
led by Washington University in St. Louis that was awarded a grant worth
$29.5 million to sequence the maize genome. Jointly funded by NSF, the U.S.
Department of Agriculture, and the Department of Energy, this project will
generate a wealth of genomic data that will impact
plant sciences researchers for decades to come.
The Iowa State team will harness the power of BlueGene/L in all stages of the project to bring
rapid analysis for the benefit of the molecular
biology community.

Also working on the project are Arun Somani,
Jerry R. Junkins Professor and ECpE chair, and
Robert Jernigan, director of the Laurence
H. Baker Center for Bioinformatics and Biological
Statistics at Iowa State.
**Research on biomedical issues**

Another area in which ECpE faculty are conducting cutting-edge research is in biomedical issues.

On one project, for example, a group of faculty members is using high-intensity focused ultrasound (HIFU) waves to selectively remove cancer tumors. Their hope is to someday eliminate the need for surgery, chemotherapy, or radiation treatment, all of which have unwanted side effects for a patient. “Chemotherapy generally goes everywhere through blood and unnecessarily kills many normal cells, and radiation has a cumulative damaging effect on normal tissue,” notes Adjunct Assistant Professor Viren Amin. Focused ultrasound waves, on the other hand, can precisely target and destroy tissue in an affected area without harming the surrounding tissues.

Patients with brain tumors could be the ones to reap the most benefit from this research. “Generally speaking, with certain tumors it may be OK to take a little bit of extra tissue out to make sure that the entire tumor is removed,” Amin explains, “but that’s not the case with the brain. If you take too much tissue out of a brain, the patient could lose motor function or even speech.”

Most of the current research on ultrasound waves has used homogeneous (single-layer) substances. Iowa State’s research team has started laboratory experiments measuring the interaction of HIFU with different types of inhomogeneous (multi-layered) tissues, including liver and muscle. “This is very challenging because ultrasound reacts differently to different materials,” Amin observes. “Inhomogeneity gives rise to scattering and other phenomenon like phase aberration, but we’re hoping to learn from the models developed for ultrasonic wave propagation in titanium, another inhomogeneous material.”

And while medical ultrasound images have traditionally been presented two-dimensionally, this group’s research has led to the construction of three-dimensional images, which makes planning the correct therapy dose for a specific tumor and location much easier. Amin and his team are using patient-specific imaging data to develop interactive tools to advance strategies for HIFU treatment.

Assistant Professor Namrata Vaswani, who joined the ECpE faculty in August, hopes her expertise in signal processing furthers the research being done in bioengineering at Iowa State. She’s working with Amin’s HIFU research group to help automatically locate tumor boundaries in a patient’s brain. Locating the tumor region, she says, is the first step in analyzing its ultrasound transmission properties, and her goal is to develop fast algorithms that can be used to locate the tumor region accurately during HIFU therapy.

Vaswani hopes to be able to segment what she calls “interesting regions” of a patient’s brain by tracking a sequence of MRI image slices. In current medical practice, much of this segmentation is done manually, but Vaswani is working toward detecting and locating tumors automatically, which, she explains, will help doctors look at the clearly segmented region of interest and detect abnormalities that may potentially be a tumor. Her plan is to extend some of her change-detection algorithms to identify a tumor, then track the tumor to locate it in sequential slices.

In yet another area of biomedical research, Robert Weber—the current David C. Nicholas Professor in electrical and computer engineering—is busy with a project focusing on implantable pressure transducers. This research will eventually help people suffering from high blood pressure or glaucoma.

Weber points out that it’s easy to monitor peripheral blood pressure with a cuff, stethoscope, and sphygomanometer. However, pulmonary blood pressure—the pressure between the heart and lungs—can be difficult to read. High pulmonary blood pressure can lead to heart failure, kidney failure, stroke, and other serious health problems.

Diagnosing and monitoring pulmonary pressure often requires catheterization in a clinical or surgical environment with a physician inserting a pressure sensor into the blood vessel between the heart and lung. “Leaving a sensor in that area would minimize the invasive character of a long-term measurement,” Weber offers, “but traditional pressure sensors would need to be powered, and there’s a chance the body would reject the sensor.”

Weber is working on similar implantable transducers to measure pressure within the eye. Like his blood-pressure sensor, the device is an integrated circuit that requires microelectronic processing. However, this device is read by remote microwave sensing. Weber says that intra-optical pressure sensing in glaucoma diagnosis and therapy can be done with external pressure-measuring techniques. But, continuous monitoring of that pressure with an intra-optical sensor in a non-clinical environment would be of significant benefit to the long-term treatment of glaucoma.

In addition to eliminating materials the human body may reject, Weber is also trying to build a transducer that doesn’t need a power source. “One of the difficulties with powered implantables is battery life,” Weber acknowledges.

His goal, then, is to make a transducer that doesn’t need a battery. “The technology is definitely there,” he says.
The future

Over the next decade, researchers in ECpE will continue advancing ideas that combine biological, medical, and engineering expertise. One way to do that, department leaders say, is by hiring the best researchers in this expanding field, which is why the department is continually looking for the brightest leaders in bioengineering.

Advances in this arena also will be helped by the expansion and renovation of Coover Hall, which began in the spring of 2006. The new configuration will be ideal for both research and teaching and will lead to more student-faculty interaction. In addition, research labs will be updated, new bioexperimentation facilities will be built, and a state-of-the-art bioinvestigation lab to study single cells and single molecules will be added.

The new Coover Hall will also be the home of modern, flexible learning environments that can be adapted to meet the changing needs of the department. When the new building is finished, labs will be clustered together, and all ECpE faculty will work together under the same roof for the first time ever.

Hiring new bioengineering leaders and improving labs are just a few of the efforts ECpE is using to expand collaboration between researchers in both engineering and the life sciences from Iowa State, the University of Iowa, and other research institutions. It’s that collaboration, after all, that will lead to the continued development of new technologies in bioengineering.

NanoDynamics Systems Lab

Under the direction of ECpE Associate Professor Murti Salapaka, researchers in Iowa State’s NanoDynamics Systems Lab are developing new instrumentation for probing biological samples at the molecular scale. Related research is enabling temporal and spatial resolutions to monitor evolution of bio-phenomena in real time.

“We have used systems and dynamical systems perspectives in nano-bio investigation,” Salapaka says. “These tools provide a unique advantage, and the proof is in the results of high-speed detection and high-resolution imaging.”

Salapaka’s group has established image detection at speeds that are two orders faster than other state-of-the-art work. They have used the transient force atomic force microscopy (TF-AFM) method invented at the NanoDynamics Systems Lab to image biological samples like DNA 20 times faster than conventional methods.

This group has also shown that it’s possible to obtain sub-Angstrom resolution AFM-based interrogation under ambient conditions using the thermal non-contact AFM method invented in the lab. This work was published in Applied Physics Letters and highlighted in Nature magazine.

Please see the department Web page for more information.
Distributed sensing and decision making

Information technology platforms that have emerged in the last decade have enhanced the cost-effectiveness and speed associated with the processing, manipulating, storing, and transferring of large data sets. In addition, the expanding wireless technology has significantly increased functionality by making communication of data and information mobile. Finally, improved sensor technology has provided efficient, inexpensive sensors for diverse purposes. It’s now possible to deploy a larger number of sensors while keeping costs low, yet still increasing performance standards.

The convergence of these technologies has given rise to complex system interactions; the large number of autonomous, heterogeneous entities working together toward a desired global behavior have made it imperative for researchers to coordinate and manage those complex interactions.

Related technologies that lead to and are governed by the advantages of distributed architectures will play a fundamental role in future engineering systems. This entails the ability to dynamically incorporate additional data into an executing application, and, in reverse, the ability of an application to dynamically steer the measurement process. Such capabilities promise more accurate analysis and prediction, more precise controls, and more reliable outcomes. The ability of an application to control and guide the measurement process and determine when, where, and how it is best to gather additional data has itself the potential of enabling more effective measurement methodologies. The ECpE department has determined the area of distributed sensing and decision making as a pivotal strategic area of interest.
Distributed algorithms

Large-scale sensor networks that can monitor an environment at close range with high spatial and temporal resolutions are expected to play an important role in various applications, including

- assessing the integrity of machines, aerospace vehicles, and civil engineering structures
- environmental, medical, food safety, and habitat monitoring
- energy management
- inventory control
- home and building automation

ECpE Professor Ratnesh Kumar and Assistant Professors Aleksandar Dogandzic, Daji Qiao, and Srikanta Tirthapura are playing pivotal roles in addressing the related challenges of these networks.

Sensors have been around for a long time, observing the physical world and tracking all sorts of information. Hospitals, for example, use sensors to monitor patients, while city governments can use them to direct traffic. Tiny sensors can also be thrown into a smoldering building to help firefighters measure the level of smoke and heat inside.

One of the challenges facing researchers is how to organize this vast amount of information in a single network. Traditionally, information gathered by sensors has been collected and sent to a central point of control. That method, Tirthapura observes, has two major hindrances: it consumes a great deal of energy, and it violates a fundamental principle of distributed system design called locality. “Informally, locality means information that changes frequently, such as an object’s location, should only be stored at nodes that are close to the location of the change,” he explains.

One way to fix those problems is through distributed estimation, says Dogandzic, who recently was awarded a CAREER grant to address these exact issues. He notes that each node in a network has limited sensing, signal processing, and communication capabilities, but if they cooperate with each other, the nodes can accomplish tasks that are difficult to perform with conventional centralized sensing systems.

In his research, Dogandzic focuses on novel solutions for prominent signal-processing problems in network design. His solutions include efficiently extracting information through neighborhood-based distributed processing, conserving energy through active node selection, and mitigating practical difficulties, such as node localization errors and spatially correlated measurements. He’s developing distributed algorithms for estimating physical phenomena in the presence of node location uncertainties because, Dogandzic warns, ignoring those uncertainties may lead to poor estimation and detection performance.
Tirthapura recently secured a grant from the National Science Foundation to design and build distributed directories to track mobile objects with the help of a wireless sensor network. He received the grant in part because of a new wireless and sensor-networking lab funded by the department.

In December 2005, the lab was equipped with 100 sets of Crossbow MICA2 motes with generic and custom-made sensor boards. The motes will work with an Acroname Garcia robot (which looks like a mini-race car) that includes an embedded Stargate processor board. A distributed directory will be loaded onto each mote, and the motes will eventually be used to navigate the Garcia robot toward objects that can be detected by the sensors—objects such as other robots, magnetic fields, or even a fire. This lab is forming the catalyst for focused activities in distributed sensing and decision-making issues.

The distributed algorithms being developed in the lab will help Tirthapura’s project. “Our network will lead to more efficient use of the information that’s collected,” Qiao says, “meaning the total energy required to answer queries will be much smaller using our distributed approach.” Less energy required translates to longer battery life and less expense.

Costas Busch, a professor at Rensselaer Polytechnic Institute in Troy, New York, is also helping in the project.

Kumar, recently promoted to full professor at Iowa State, is working on several projects, many of which deal with distributed sensing and decision making. It’s his concentration in designing controllers for discrete-event systems that is getting the most attention from colleagues. His work, in essence, focuses on building logic into automated control systems found in manufacturing facilities, power plants, communications networks, and embedded systems.

Workers in an automobile manufacturing plant, for example, might build two products—a sedan and a minivan. If a marketing promotion increases the demand for minivans, employees may need to switch gears quickly to get the right product onto the assembly line. Kumar’s research enables the company’s automated control system to handle the quick changeover.

The challenge, Kumar says, is to present mathematically what a system can do, as well as what a system should do. When the math is done correctly, control logic is computed and implemented to restrict a system so it performs only the functions you want it to perform, which, in this case, is configuring the system to build only minivans.

A related branch of Kumar’s research enables system administrators to accurately predict when and where a system failure is likely to occur. Any system, he says, will have one of its components fail at some point. “The question,” he asks, “is how do you determine which component has failed?”

The answer is found by monitoring the behavior of the network at multiple locations and then exchanging information about the health of the network to determine which components are experiencing problems.

ECpE Professor Jim McCalley works with Kumar on this research and says that even though using discrete-control capability is nothing new, Kumar’s way of looking at the age-old problem is different. “Every power-plant generator has continuous-control capability to modulate response to power-system disturbances,” McCalley explains, “but it’s a new thing to say ‘we can do this using discrete-control capability.’”

Kumar is also breaking new ground in the area of distributed diagnosis of event-driven systems. His research has attracted the attention of NASA and Argonne National Laboratory, where he has worked on the problem at its manufacturing facility and its Idaho Falls nuclear plant. He’s also working with Penn State University’s Applied Research Laboratory and the U.S. Navy on designing mission-control logic for underwater vehicles.

And if all of that weren’t enough, Kumar is also collaborating with researchers in computer science on software verification. “Catching bugs in software early in the design phase results in huge savings in development cost, time, and labor,” he says. Coincidentally, Kumar notes, the underlying mathematics for verification is the same as that for control or diagnosis.
**Wireless technology**

Wireless networks of sensors and machinery have long been utilized in tasks like air-traffic control, security surveillance, and environment monitoring. As technology continues to expand, these sensors can be used in more areas, such as deploying autonomous agents to perform search and exploration missions during natural disasters or guiding biomolecular behavior to a desired task. In the future, wireless networks will be able to reduce the costs of long-term health care, while at the same time improving response time in medical emergencies.

As this technology continues to advance rapidly, machines, computers, and sensors are communicating with each other at increasingly higher speeds without wires. Further research will likely have a significant impact on sensor/actuator node size, implementation cost, energy- and spectrum-efficiency, and the life expectancy of future wireless systems.

On one research project at Iowa State, Associate Professor Sang Kim has proposed a new cooperative-relaying technique for delivering data in mobile and ad hoc wireless networks, which will further increase the speed at which these wireless networks can exchange information.

Kim is starting with simple wireless devices—a cell phone, for example—that can send only a small amount of information. “Right now you can send only low-resolution photos,” Kim notes, “but I want to improve that and eventually make it possible to send high-resolution pictures and maybe even video.”

Instead of sending one huge file, Kim’s research will allow a system using tiny relay nodes to split the pictures into thousands of different pieces. The nodes work together, each one taking a small amount of information and sending it to a final destination where, according to Kim, the hard work of putting the pieces back together will be done.

---

**Dogandzic earns CAREER award**

ECpE Assistant Professor Aleksander Dogandzic received NSF’s prestigious Faculty Early Career Development Program (CAREER) award for his project “Distributed Space-Time Processing for Sensor Networks.”

Highly competitive CAREER awards support the development of teacher-scholars who most effectively integrate research and education within the context of the mission of their organization.

Using funds received with the award, Dogandzic plans to study how large-scale sensor networks can monitor an environment at close range with high spatial and temporal resolutions. He expects this research to play an important role in various applications, such as assessing the health of machines, aerospace vehicles, and civil engineering structures. It will also be important for environmental, medical, food safety, and habitat monitoring, as well as energy management, inventory control, and building automation.

Each node in the network will have limited sensing, signal processing, and communication capabilities, Dogandzic notes, but by cooperating with each other, they will accomplish tasks that are difficult to perform with conventional centralized sensing systems.
That’s just the near future, though. Looking further down the road, Kim says this type of research might someday even track the health of individuals. As our population continues to grow older, taking care of the elderly is becoming an expensive, labor-intensive job.

“It might not be that way in the future,” Kim says. “We could put sensors in a person’s body or on a person’s clothes to check his or her medical status. We could monitor a patient’s vital signs and continuously send that information to the doctor’s office or hospital. This research could save millions of dollars in healthcare expenses.”

If a patient has a heart attack, the system can notify the hospital right away, Kim says, adding that the faster rescue personnel arrive to help a heart-attack victim, the greater the chances are of survival. The system also could be used to monitor blood pressure or take vital signs of someone with a bad liver or failing kidneys. The examples are nearly endless, he says. “As we do more research, we’ll find more applications. Right now it’s a big pie, but we’ll cut it into pieces.”

The distinctive benefit of this approach, Kim says, is the reduction of processing requirements on each relay node. He wants those nodes to cooperate so they can deliver a message. “I’m working on how the chosen nodes should collaborate,” Kim says. “The more information you have, the more collaboration you need.”

Assistant Professors Yao Ma and Zhengdao Wang are both working on research in communications with multiple antennas, which ties in nicely with the work Kim is doing. Modeled as multiple-input multiple-output (MIMO) systems, multiple-antenna channels can provide significant improvement in error probability performance and communication rates, says Wang, because of the additional degrees of spatial freedom.

Ma’s recent research results have shown that, contrary to conventional thought, correlated antennas can bring about a significant power gain in certain channel setups. Performance gain results such as this, Ma notes, can provide guidelines for designing a distributed-sensing and decision-making system with MIMO technology.

Ma and Wang are also working on ultra-wide-band (UWB) communications, another emerging area in wireless technology. UWB communications—a competitive candidate for personal area networks, sensor networks, and military applications—use instantaneous bandwidth many times greater than the minimum required to deliver information. By spreading the radio frequency power over a wide bandwidth, Ma and Wang say, UWB signals can coexist with existing communication devices with minimal interference to each other. Because it uses spread-spectrum or multi-carrier modulations, UWB communication is promising as a physical layer enabling technology for energy-efficient, low-cost, and high-rate wireless sensor networks.

Ma is also working on cross-layer design and multi-user scheduling, which are also important issues in network design.

**Complex networked systems**

Understanding and designing large, complex, interconnected systems poses an incredible variety of challenges.

Cooperation is one central concept emerging in this context at many different levels. The question of how single nodes/agents in a network can be made to cooperate to transmit, share, retrieve, compute, and decide about the information more efficiently is being addressed by the research highlighted earlier. Examples of practical importance include air-traffic control, multiple vehicles coordination, and MEMS. These are more than just systems with large dimensionality; the limitations of these systems are as much due to the lack of time on a shared network as they are to the lack of computational power. In these situations, the separation of the control, the communication, and the computation tasks are not efficient, and the deep interaction between control and information and computations must be effectively exploited. Somewhat artificial boundaries existent in the present framework have kept these areas separate. Taking a more holistic approach, Associate Professor Nicola Elia is studying how the fundamental limitations of control communication and estimation interplay in networked control systems.

A big challenge in the area of distributed sensing and decision making is the emergence of global behavior and structures from local interactions. Examples include swarms, traffic systems, and self-assembly systems. Elia, Associate Professor Murti Salapaka, and Assistant Professor Umesh Vaidya are involved in different aspects of this challenging problem.

“Not only do we need to discover the design principles of collective behavior, but we also need to predict and alleviate unwanted or dangerous behaviors that can emerge in complex systems due to faults or other contingencies like large blackouts in the electric power network,” Elia says.

Non-equilibrium dynamics will play an important role in understanding emergent global behavior. Analysis and control of non-equilibrium dynamics is a difficult problem facing engineers today, but Vaidya says the future technological impact in this area is promising. Hence, he’s developing a mathematical framework for the analysis and control of non-equilibrium dynamics in these non-linear dynamical systems.
The mathematical framework is inspired from the stochastic theory of dynamical systems and hence has the notion of uncertainty inherently built into it,” Vaidya offers.

Because uncertainty analysis plays an important role in the design of complex interconnected systems, there’s significant interest in the robust design of interconnected dynamical systems. Examples include power systems and sensor and communication networks, as well as groups of autonomous vehicles. “These types of systems are robust to uncertainty and external disturbance, but at the same time they perform very well,” Vaidya says. “The proposed mathematical framework will help us better understand the role of uncertainty and better design these complex interconnected systems.”

He adds that these systems can often be modeled as coupled nonlinear dynamical systems. “A steady-state behavior of coupled nonlinear dynamical systems is most often non-equilibrium dynamics,” he adds. “Stable limit cycle is the simplest example of non-equilibrium dynamics, but complex non-equilibrium behavior like chaotic and strange attractor is typically observed even in lower dimensional nonlinear systems.

“Biological systems are known to operate away from equilibrium, where the living organism stays alive in a highly organized state by taking energy from the outside environment,” Vaidya continues. “Oscillatory motion in molecular motors, oscillation in bacteria, and genetic oscillation are some examples of non-equilibrium behavior in biological systems. The phenomena of self-assembly in nanosystems and synchronization in complex interconnected systems are some other examples where non-equilibrium dynamics is the steady state.”

Complex interactions

Claude Shannon, the father of information theory, has shown that mutual information captures a practical notion of successful transmission over a communication channel. Hendrick Bode, a pioneer of feedback control, has shown that feedback control systems are limited in their ability to reject disturbance, which is known as Bode’s integral formula.

These two areas have developed independently, but ECpE Associate Professor Nicola Elia’s work is bridging these two great minds, making it possible to apply results from one area to another. He stresses that it’s important to focus on the challenges addressed by both theories.

“For Gaussian channels in feedback loops, the mutual information and the Bode integral formula coincide, and they represent the same limitation,” Elia explains. “This unification allows us to study feedback communication systems as feedback control systems and to analyze classical control problems from the information theory viewpoint.”

Also working in this area is Ratnesh Kumar, an ECpE professor studying the nondeterministic control of discrete-event systems. Discrete-event systems, Kumar advises, have discrete inputs, states, and outputs, and a nondeterministic controller chooses its control action in a nondeterministic fashion from choices determined offline. Kumar and his research group have shown that certain control problems that are NP-complete under deterministic control become polynomially solvable when nondeterminism in control is allowed.

For a system with a nondeterministic model, its desired sequencing and branching behavior is naturally specified using bisimulation-equivalence (with a desired specification). The main result is a small-model theorem that proves the decidability of the control problem. Foundational notions of state-controllability and state-recognizability have been introduced as part of the solution.

Kumar’s group is also developing existence/synthesis results for the enforcement of simulation equivalence, where a subclass of branching properties (besides all sequencing properties) can be specified.
The future

ECpE leaders and researchers are shaping the distributed sensing and decision-making area, as they continue to pursue and formulate new approaches. To facilitate new research, the department is updating its wireless communications lab.

It won’t be long before radio devices capable of transmitting both digital and analog signals will be developed, and researchers at Iowa State want to be the first to provide those devices. In addition, point-to-point communication links that use multiple transmitters and receivers will be established, and ECpE researchers will lead the way in studying the performance of those multiple-antenna systems. The targeted application is high-rate wireless networks performing at unlicensed bandwidths of 5 to 60 GHz.

The new lab will also be a test bed for UWB applications, and the department’s goal is to develop possible radio technology for future short-range, high-rate networks.

ECpE leaders have also proposed another new lab that will help investigate both biological and synthetic interactions at the molecular level. Biological systems organize themselves at the molecular level to perform various global tasks through local interactions, which means that monitoring, understanding, and eventually controlling these formations involves distributed sensing and decision making. With a new lab, researchers will be able to obtain a better understanding of these biological processes and be able to provide insights about how to synthesize or direct material toward a desired formation. It is a significant theoretical challenge to unravel the circumstances under which collective behavior occurs and triggers self-organizing behavior.
The information infrastructure, which is fast becoming the backbone of commerce and information exchange, must operate in a robust and reliable manner. Two looming challenges with the current infrastructure are security and the need to provide enhanced capacity and bandwidth to meet the demands of increased and diverse uses.

Reliable tools and investigative methods are needed to manage the information infrastructure. A team of ECpE researchers at Iowa State, one of the nation’s first and leading institutes of digital forensics, has made significant progress in this field with projects ranging from programs to deter cyber-crime to technologies that can enhance the security of large networks.

Assistant Professor Yong Guan, Associate Professor Julie Dickerson, and Assistant Professor Tom Daniels have received a $1.2-million contract from the Disruptive Technology Office (formerly Advanced Research and Development Activity) to develop software to “fingerprint” computer criminals. To that end, the team has created passive attack monitoring and analysis tools. Specifically, they have designed and developed software toolkits that allow experimental tests to be done reproducibly and be operated with user-friendly GUI interface. Experimental scenarios and environments can be easily reconfigured and expanded. The software provides a stable, open platform for further research in this area. The techniques have been tested at NSA, where various experiments demonstrated their effectiveness at managing complicated traffic perturbations.

“Attack traceback,” the process of identifying the actual source(s) of attack traffic, can significantly deter cyber-crime. Users may be less likely to hack into a system if the threat of discovery and reprisal is real. Unfortunately, existing schemes suffer in one or more key metrics, such as the amount of time and resources (CPU cycles, buffers, and marking bits per packet) needed to perform successful traceback and the accuracy of the traceback itself. The research team, led by Associate Professor Manimaran Govindarasu, has developed a hybrid IP traceback that synergistically integrates packet marking and logging to achieve efficient and accurate traceback. In collaboration with researchers from Bell Labs, they developed a space-time encoding (STE) algorithm and novel spatial-reuse scheme that minimizes the number of marking bits required for a traceback.

The schemes developed by Govindarasu’s team have been subjected to performance studies with realistic topologies and

---

**Cyber infrastructure**

The computing and networking infrastructure, embodied in the Internet, has dramatically altered the technological, scientific, and sociological landscape. The full potential of this technology, specifically with respect to embedded devices, has yet to be realized. When computing oriented architectures are seamlessly embedded into a diverse set of applications that are seemingly unrelated to computing, the impact of the infrastructure will increase exponentially. Realizing the importance of real-time adaptive embedded computing architectures, the Department of Electrical and Computer Engineering has made this a strategic research area. The department also recognizes that focusing on the newer capabilities of the computing infrastructure must coincide with work on the demands and deficiencies of the existing infrastructure.
Distributed computing using COTS and FPGA components

Distributed architectures consist of large numbers of processor-based computing nodes working in concert to accelerate the solution of highly computational problems. However, as workloads and problem complexities increase, such computing clusters are becoming larger in size, causing power consumption, communication complexity, and monetary cost to increase while overall efficiency decreases. Smaller clusters made up of COTS and FPGA components with on-chip RISC-based microcontrollers reduce the need for larger, more complex systems. Iowa State’s Griffin project uses Xilinx FPGA platforms connected with a custom-built high-speed 1.5Gbps ring network to tackle complex distributed computing problems.

The approach uses a good distributed algorithm, identifies parts that are best suited for reconfigurable components, and performs state management using simple RISC processors—a departure from standard clusters made possible only by reconfiguring FPGAs. In Griffin, the FPGA’s dual on-chip 300MHz PowerPC microcontrollers provide state management capabilities to the system, while the reconfigurable logic executes the highly regular components of a given distributed algorithm. Communication between FPGAs is provided through a custom high-speed ring network. The goal is a high-performance COTS (processor and reconfigurable components) cluster that can be used for all traditional distributed applications at a fraction of the power consumption and monetary cost, while providing tools and methodologies to ease the migration from a software-only development approach to one involving both hardware and software. Current results indicate that for a demonstrative sequence alignment core, 1 FPGA can perform the work of 16 general purpose processing nodes working in parallel in the same amount of time.

Denial of service (DoS) attacks prevent regular Internet services from being accessed by legitimate users either by blocking service completely or by disturbing it such that users lose interest in the service. To effectively mitigate DoS attacks, which have escalated in recent years, Govindarasu and his students have developed concepts known as “victim assistance” and “router collaboration.” Victim assistance refers to the direct role of the victim in identifying attack traffic before it reaches its target, and router collaboration refers to the means by which edge or overlay routers collaborate to detect low-rate attacks. The use of these concepts to mitigate other types of attacks is being investigated. The tool is also being extended to feature a cluster computing-based backend that will make it scalable for use with large-scale attack simulations.

Daniels is developing techniques that a forensic investigator can use to investigate computer crimes that occur across large enterprise networks. “Most work in this...
area has focused on the problem of fully automated analysis, yet this is not the common case for an investigation as people are involved,” says Daniels. To address this problem, the group has developed a distributed architecture, a set of fuzzy reasoning models, and a flexible, graph-based correlation methodology. Together, these components provide a system that can identify attack scenarios crossing many sub-networks despite spurious attack traffic.

A project called DILON (Detecting Intrusions at Layer One) led by Daniels, Associate Professor Steve Russell, and Adjunct Assistant Professor Mani Mina uses measurements and characterization of signals from hardware (i.e., Ethernet cards, sensors, any communication-based system) to detect intrusions. This research has demonstrated that hardware can be uniquely identified based on analog measurements of the physical layer (layer one). This significant finding allows researchers to provide network security based on the hardware’s signature instead of or in addition to conventional network protocols.

The department has several labs dedicated to diverse aspects of cyber-crime and security:

- Cyber Forensics Laboratory—Students receive hands-on training in the use of forensics tools and cyber-crime investigation theory and procedures.
- Cyber-Crime Lab—Led by Associate Professor Doug Jacobson and funded by the Department of Justice, the lab has served several law enforcement agencies since it opened September 1, 2003. Project Trident, a tool designed to locate child pornography on the Internet, works on about three pornography cases per month and also assists various Iowa agencies in recovering evidence relative to computer crime cases.
- The Internet-Scale Event and Attack Generation Environment (ISEAGE; pronounced “ice age”)—Also led by Jacobson, this facility is dedicated

---

**iCube initiative**

In its infancy, Iowa State’s Information Infrastructure Institute (iCube) initiative was envisioned to address the protection of critical national infrastructure that included energy distribution, public transportation, communications, food, water, agricultural production, and distribution systems. The goal of the initiative was also to gain an understanding of the common requirements of such protection and develop solutions through cross-cutting research where seemingly disparate applications can benefit from common overarching information technology techniques.

Professors Arun Somani and Suraj Kothari are directing ECpE’s activity in the initiative, which is one of six proposed by Iowa State President Gregory Geoffroy four years ago as a challenge to university leaders in responding to critical needs in Iowa and throughout the country.

IT experts in the program work hand in hand with domain experts to develop tools and techniques to create solutions that are characterized by high computational efficiency, tailored algorithms, and accelerated turnaround times. The synergistic model of the various activities is depicted in the graphics.
A common example of the iCube activity is to make use of sensor technology, along with the appropriate algorithms, information collection, data fusion, and real-time decision making for various protection systems. For example, development of an in-situ soil sensor network for temporal and spatial monitoring of agriculture fields helps in identity preservation, food security throughout the agricultural production system, and precision farming. Incorporation of physical sensors to monitor the nation’s electric grid or transportation network requires the same software technologies to manage the protection of those infrastructures. The same parallel processing technology can also be used for high-speed and timely analysis of massive national databases for genomics studies and data visualization for earthquake simulations.

iCube projects have motivated exploration of hardware and software technologies such as novel sensors, wireless technology, specialized microcontroller architectures, parallel algorithms, operational decision making, and tools for analyzing and transforming complex software. The research being conducted through iCube is of growing interest to a broad spectrum of companies and will foster further collaboration between the Iowa State researchers and industry leaders.

to creating a virtual Internet for the purpose of researching, designing, and testing cyber defense mechanisms as well as analyzing cyber attacks. The first of its kind in a public university, ISEAGE provides a mechanism to help solve cyber-crime. The creation of ISEAGE represents a new paradigm in the area of security research, cyber forensics, and will enable new and innovative research needed to solve the current security problems facing the world today.

In addition to security and cyber-crime issues, the information infrastructure is also challenged by the need for enhanced capacity and bandwidth to meet the demands of increased and diverse uses. Researchers in ECpE are investigating ways to meet this need with optical fiber-based technologies.

A significant challenge to enhanced capacity is the dimensioning, provisioning, and operation of optical networks to support services in a cost-efficient manner. It is important to accommodate all applications while utilizing resources efficiently. Providing differentiated and prioritized services in optical networks is also an important issue. The traffic that can be supported on a single channel of information exchange is outpacing the demand of a single or a few users. Thus it is important that traffic from multiple sources be appropriately groomed (multiplexed) to make efficient use of resources. With increasing deployment of such optical fibers in networks, the risk of losing large volumes of traffic due to failure of a single channel has also increased tremendously. Failure recovery is a challenging issue in the mesh network topologies. Capacity efficiency and recovery speed are two important aspects in designing protection mechanisms.

Professor and Chair Arun Somani’s group, together with Professor Ahmed Kamal, Mina, and Professor Robert Weber, has developed novel techniques for managing traffic, new architectures for access, local and metropolitan area network designs, and protection strategies for optical networks. They have also studied the tradeoffs among various protection and restoration techniques as well as the impact of network connectivity on the efficiency of protection/restoration schemes. Finally, they have built a state-of-the-art test bed prototype for traffic grooming architecture.

Kamal and his students are developing algorithms and analysis methods for cost-efficient multipoint service modes. It is recognized that the operation cost parameters of the optical network can change significantly with traffic granularities. Consequently, design strategies for optical multicasting and multicast traffic grooming have to consider the granularity of the traffic. The support for such services is being addressed by Kamal’s group. His group is also studying differentiated and prioritized services in optical networks, including access networks and backbone networks with grooming capabilities. New strategies
ISEAGE provides information assurance

For ECpE Associate Professor Doug Jacobson, it doesn’t matter whether you’re a high school student thinking about a career in information technology or an IT professional who wants to learn more about fighting off computer hackers. Jacobson simply wants to help with cyber defense, and he’s doing that in the Information Assurance Center at Iowa State’s Research Park.

Jacobson helped develop the Internet-Scale Event and Attack Generation Environment, or ISEAGE (pronounced “ice age”), to provide better research and education in information assurance.

Many vendors can provide products and services to help defend against cyber attacks, but companies that use these technologies are often unable to test the defense mechanisms. ISEAGE, however, provides a controlled environment where real attacks can be played out against real equipment. The exercise provides a vast warehouse of attack tools that can simulate point-to-point and distributed attacks against test configurations.

In May 2006, the IAC hosted Iowa’s first High School Cyber Defense Competition. Twelve teams from around the state spent 15 hours playing the part of security crew members for a fictional dot-com startup company. The students were asked to design a computer network to keep hackers from attacking the company and then defend that network against a team of Iowa State University students posing as hackers.

Iowa State students have also been involved in similar competitions, and IT professionals from several companies have learned firsthand how ISEAGE works.

Real-time embedded systems

Internet technology will significantly further its reach by using embedded systems where the system is designed with a processor that supports a function other than computing. Many of these functionalities pose strict upper bounds on the response time of the system to an external event, e.g., engaging a weapon when a lethal target is detected or dispensing an item from a vending machine immediately after depositing a coin. Real-time embedded systems produce results that are both functionally correct and timely.

Another orthogonal trend is “adaptive” systems that change in response to the external environment. For example, an automated vehicle pilot system can adapt its vision system control algorithm in response to a snowstorm. Real-time systems respond to stimuli (input) within a fixed timeframe and therefore need to
manage all the layers of system abstraction, i.e., architecture, operating system, application level algorithms, and software and its implementation.

Field-programmable gate array technologies (FPGA) can address the challenges of embedded systems by delivering certain functionalities that require significantly fewer resources than software implementations. This has greatly accelerated the growth in adaptive, real-time embedded systems. The main challenges facing embedded systems arise from the diverse domains of the applications, which require a variety of technologies, algorithms, architectures, operating systems, and software attributes. Moreover, when two embedded subsystems with overlapping resource constraints and performance specifications have to be designed, the design and verification of the composite system becomes significantly more challenging than the sum of the parts. Iowa State's ECpE department has core research expertise in reconfigurable and embedded computing architecture and real-time operating systems and is skilled at using it in real-world applications.

A unique feature of embedded system design is the hardware-software co-design aspect, wherein the primary goal is to optimally partition the workload among hardware and software realizations in a hybrid implementation. The research led by Professor and Associate Dean Diane Rover is developing a comprehensive design flow framework to significantly reduce the design cost and time for FPGA-based embedded systems by exploiting the various architectural features and the tradeoffs between computations and communications.

The implementation of algorithms in FPGA meeting various constraints continues to be a challenging task as solution space grows with the complexity of the target architecture. Somani’s group has developed FPGA implementations of core algorithms in diverse areas like vision and imaging, which has enabled high-speed, real-time use of these algorithms. “We are much closer to the vision of automatically piloted landing systems that are safer and more precise because of new emerging technologies,” Somani says. Somani and his group are also integrating FPGA into parallel computing. A project, titled Griffin, has demonstrated that such approaches greatly increase computation speed in challenging and important applications like genome sequencing with less cost and power than traditional processor-only clusters.

At the system level, Associate Professor Morris Chang is working on improving the Java virtual machine by developing a comprehensive set of hardware and software algorithms for mapping, profiling, garbage collection, and static/dynamic optimizations for multithreaded applications. This research has made significant impact in the design of embedded systems for resource-constrained environments.

Although development continues in hardware resources, the needs of some embedded systems are outpacing these advances. Associate Professor Akhilesh Tyagi and members of his research group are developing hardware virtualization paradigms known as run time reconfiguration. These layers will allow transparent transitions between software and hardware versions of a sub-behavior. Tyagi says, “This approach has the potential to improve performance by three orders of magnitude in certain applications.” Real-time scheduling of events and behaviors is of utmost importance to make such systems work. Govindarasu’s group is investigating a variety of real-time scheduling algorithms that function across a range of time, space, and energy resources.

Embedded systems are required to operate in potentially unfriendly and unattended environments. This poses new problems with respect to the security of these systems. Even software intellectual property (IP) protection issues become challenging. On the other hand, embedded systems can facilitate security for an existing computing infrastructure.

Tyagi and Assistant Professor Zhao Zhang are addressing security and IP protection issues for embedded systems. Tyagi’s research supports software protection with obfuscation and tamper resistance. He is also developing secure architectures for FPGAs where the hardware itself (captured by the configuration bit streams) is susceptible. The IP core protection problem in this domain, analogous to software protection, takes on new dimensions. The VLSI logic level design methodologies he is developing will prevent attacks based on other physical attributes such as current and electromagnetic radiation of the embedded devices. Zhang’s research is also in architecture-level support against control flow attack, e.g., buffer overflow attack. Hardware-based methods can protect a system against a broad range of attacks with relatively low performance overhead. His group is developing a prototype system to demonstrate the idea using commodity computer hardware. They are also studying new hardware optimizations to improve the efficiency of such a system.

Realizing the importance of this emerging area, the ECpE department has hired a new faculty member, Joe Zambreno, from Northwestern University, who will join Iowa State in fall 2006. Zambreno uses FPGA-based coprocessors to increase the security of an existing infrastructure.
Energy infrastructure

The accelerating energy crisis continues to drive discovery in the Department of Electrical and Computer Engineering. Professors Vikram Dalal, Chen-Ching Liu, and Jim McCalley, as well as Assistant Professor Venkataramana Ajjarapu, are leading projects that will help answer the challenges we face as a result of growing energy demands worldwide.

Power systems

Ajjarapu leads a research team that hopes to prevent large-scale power outages like the one in August 2003 that plunged 50 million people in parts of the northeastern U.S. and eastern Canada into darkness. The blackout occurred when a segment of the vast network of power plants and transmission lines that comprises the North American power system failed.

The financial implications of a widespread blackout can be devastating: the 2003 power outage cost New York City alone more than a half-billion dollars in lost revenue. While preventing future blackouts is critical for economic and security reasons, it’s also a very complex task.

Because electric power can’t be easily stored, it’s important to monitor and balance supply and demand. Protection systems are designed to disconnect generators or transmission lines when they sense overloads. As the lines carry more power, they get hotter, causing them to sag between towers. A sudden change in power flow can occur if a line comes into contact with a tree or other obstacle, causing the protection system to disconnect the line.

The outage of one line creates sudden increases in load to other lines, which can create significant problems for the overall system. “Under normal operating conditions, the system adjusts,” says Ajjarapu. “However, if it’s already stressed, the reaction time is longer. As seen in 2003, a delay can quickly lead to cascading failures, and eventually the power grid will fail.”

While the U.S. power system works amazingly well most of the time, it’s operating close to its limits, making it increasingly susceptible to outages. “We generate enough power,” Ajjarapu explains, “but we’re forcing transmission lines to take on bigger loads. That leaves little time to make adjustments when a problem occurs.”

Ajjarapu is developing bifurcation-based computational and analytical tools that apply specifically to the period when the system is approaching its limits. “We may know what will happen in one scenario, but, since each problem impacts the system differently, our tool must be able to address a wide range of contingencies,” he explains. “Our challenge is to model what will
happen and also to make the tool work online. Operators must be able to quickly grasp how close they are to maximum load so they can take appropriate action.”

Ajjarapu is also part of a course, curriculum, and laboratory improvement project sponsored by the National Science Foundation that has helped establish a state-of-the-art power electronics lab at Iowa State. The lab is part of the $3.7-million Multi-University Research Initiative funded by the Office of Naval Research. Labs at the five participating institutions—Drexel, Iowa State, Mississippi State, Northeastern, and Texas A&M—will be interconnected via the Internet.

On another project, McCalley leads a team working on a computer model of the U.S. energy system that captures interdependencies among the electric, coal, natural gas, and hydroelectric energy subsystems. The project, supported by a three-year $600,000 grant from the National Science Foundation, began in September 2005.

The model uses information about the energy system’s production, storage, emissions, and transportation infrastructure to predict variation in energy prices and its availability up to two years out. Although other models have been developed to predict production capacity, McCalley says this is the first one to also capture the various ways in which bulk quantities of energy may be transported, as well as the environmental influence of power plant emissions. Applications of the model include identification of more efficient modes of energy production and transportation, environmental impacts, and infrastructure weaknesses and related investment decisions.

The effort will illuminate influences on decision making associated with bulk energy production and transportation. “There are numerous financial and technical decisions involved in supplying energy, from the price of various raw fuel sources to the operating costs of the physical infrastructure that supports it,” McCalley notes. “Providing reliable and affordable energy depends on our ability to manage all of this information, and our model provides a systematic means of analyzing, understanding, and improving this ability.”

McCalley’s research group is also targeting decision making associated with operations, maintenance, and planning of the high-voltage electric transmission system. As part of a project for a major power control center in Texas, he’s developing software to estimate the likelihood of failure based on the condition of the equipment and variables such as consumer demand for energy. Transmission operators will be able to use the information generated by McCalley’s software to respond more effectively to crises in real time, by shifting generation, changing voltage levels, or curtailing power transfers. In a third project, also funded by the National Science Foundation, McCalley is leading a large interdisciplinary team to deploy real-time condition monitoring of transmission equipment, with the data used in system-level decision algorithms. This project has the attention of a number of industrial partners who are interested in establishing a software system at Iowa State that continuously interacts with sensors in the Iowa power grid.

Another ECpE research team—this one led by Liu, ECpE’s Palmer Chair Professor—is focused on improving the vulnerability of a power grid to equipment failure, natural disasters, and other forces. Because technologies to prevent catastrophic failures haven’t been very effective in the past, Liu’s team is studying how to improve wide-area protection and control for a power grid.

“The idea,” Liu explains, “is to give a better system view of how you protect, operate, and control your power grid. When the system is unstable or vulnerable, there are wide-area control and protective actions you can take to bring it back.”

Alternate energy sources

ECpE Professor Vikram Dalal, a proponent of solar energy usage since the early 1970s, is working with a team of three scientists, eleven graduate students, and four undergraduate students on low-cost solar panels that building contractors can use in residential and commercial structures. The state of Iowa, Iowa State’s Microelectronics Research Center (MRC), the U.S. Department of Energy, and the National Science Foundation support the work, which is underway at the MRC.
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Currently, power grids are operated as large interconnections, but Liu wants to know if, under extreme conditions, those large grids will be safer if they’re divided into smaller groups that are self-sufficient. He also wants to know how to make the grids heal themselves in the event of interruption or failure.

“Can the grid be smart enough to actually come up with the correct actions and recover by itself?” Liu asks. “To do that, you have to collect data from a wide area, make good decisions about the situation, and then see how the system can take proper action without delay. It’s an intelligent system that will take corrective actions quickly. It’s not fully practical yet, but it’s a great vision of the future that will require a lot of creativity.”

**Alternative energy sources**

An attractive way to decrease our reliance on and use of traditional fossil fuels is to develop alternative sources of energy. Liu and Dalal are hard at work in this area.

Liu is researching wind power and other renewable energy sources to see how they can be integrated into current and future power systems. “The new star of renewable energy is wind power,” he claims. “Wind turbines are going up all over, and not just in the U.S. The turbines are large enough and the total production is significant enough to make wind power a serious player in providing energy.”

He admits that we’ll probably never get completely away from generating electricity using gas and oil, but wind, solar power, and fuel cells can all come together to help lessen the dependence on increasingly scarce nonrenewable sources. In fact, Liu says, some European countries are already generating 15 to 20 percent of their electric power from alternative sources.
energy from renewable sources, and some states in the U.S. have regulations to increase the use of renewable energy. Everyone hitting that 15 to 20 percent mark, Liu adds, will have a significant impact on how we produce and deliver electricity in the future.

Another promising option is solar energy, which has been slow to catch on because of its price. It costs nearly twice as much to use solar power instead of gas and oil to produce energy. But Dalal is working to change that by reducing waste associated with the development of solar cells. The energy generated by a silicon chip is proportionate to the amount of silicon used. Current production methods use about one millimeter of silicon to make a half-millimeter chip.

“We believe we can reduce that amount to a micrometer, which is using 1,000 times less silicon,” Dalal says. “The cost will then go down—not by a factor of 1,000, but certainly by a factor of three or four.”

And that’s the exact cost reduction needed to be competitive with gas and oil, he adds. “Our hope is that 10 years from now, solar energy will be half the cost of producing electricity with gas or oil.”

Dalal, who does most of his research at Iowa State’s Microelectronics Research Center, has been a proponent of using solar energy since the early 1970s. “I was bitten by the solar energy bug before the first energy crisis,” he says. “I actually wrote an article predicting the emergence of solar power before Saudi Arabia imposed the first oil embargo in 1973. I said then that oil is getting scarce, and the only direction prices were going was up. That’s certainly the case today as well.”

Dalal’s group consists of three scientists, eleven graduate students, and four undergraduate students. The state of Iowa, the Microelectronics Research Center, the U.S. Department of Energy, and the National Science Foundation support their work. The team’s vision for the near future includes developing low-cost solar panels that building contractors can use in residential and commercial structures. Even though it’s not standard practice everywhere, many homes in California are being constructed with solar panels in the roof and window panels.

Developing those low-cost solar panels is a booming industry, Dalal says. “Worldwide, it’s about $10 billion a year,” he offers, “and it’s growing at a rate of about 50 percent each year. How many industries do you know that are growing like that?”

He suggests building large-scale power plants in western states like Arizona, Utah, and Nevada where the sun is plentiful and population is sparse. Dalal says even Iowa has enough sun to help power the nation, and building these large-scale solar power plants could provide 20 to 30 percent of the country’s electrical needs. Iowa could become a leader in renewable energy production worldwide, he says, especially if the state combines its solar power capabilities with its potential in other renewables like wind and ethanol.

But for Dalal, it’s more than helping Iowa become a leader in renewable energy production and more than helping the U.S. meet its soaring energy needs. His ultimate goal is to help underdeveloped countries use this power.

“Villages in India and China,” he notes, “don’t have any electricity. Most households rely on kerosene lamps, which are expensive and dangerous.

“A solar panel,” Dalal continues, “can provide four to eight hours of power at night. What is the value of providing electricity and lighting to communities that haven’t had it before? Think of the sociological implications—education for children, or providing refrigeration for vaccines. Solar energy can also be used in ultraviolet lamps, which can be used as water filters. Eighty percent of the world doesn’t have clean drinking water, and this can help.”

Dalal truly believes in what he’s doing.

“Morally,” he says, “this is the right thing to do. It will improve the quality of life.”
Small-scale technologies

Small-scale technologies have significantly altered the way we lead our lives. These technologies have made computers and modern electronics, including cell phones, TVs, and digital music players, widely available and affordable. Although the impact has already been impressive, the story is far from over: small-scale technologies have found new impetus from the MEMS and nanotechnology initiatives. The Department of Electrical and Computer Engineering recognizes the need to more fully understand and exploit the full potential of small-scale technologies. The Microelectronics Research Center and Keck Lab are being utilized to meet this objective.

Fabrication and modeling of small-scale structures

Photonic crystals promise to revolutionize transmission and utilization of light and electromagnetic radiation in general. They can allow for very efficient light valves and bending of light waves around optical waveguides with very little loss. The devices rely on the confinement of photons to specific wavelengths, in a manner similar to confinement of electrons to specific bands in crystals. The photonic crystals are made by making a 2- or 3-dimensional periodic crystalline array of materials with different refractive indices. By deliberately introducing nano-defects within these photonic crystal structures, one can arrange for the formation of a narrow allowed pass band within an otherwise forbidden wavelength region where no photons can exist. Associate Professor Gary Tuttle and his group are working on designing and fabricating such narrow pass band photonic crystal waveguides. An important result of their research has been the development of a taxonomy of different kinds of photonic waveguides, each with a distinct wavelength transmission and loss property. By appropriately designing these photonic crystal waveguides, they can achieve a sharp bending of light in a waveguide with very little loss. The applications of such technology are in optical communications systems, in design of uni-directional antennas with very little loss. His group research has resulted in the first measurement of coupling between waveguides and defects in photonic crystal waveguides and has led to two new designs and fabrication of negative index materials.

Rana Biswas, an adjunct associate professor in ECpE, leads one research group focused on modeling advanced photonic structures using infrared sensors that detect carbon dioxide and other toxic gasses, such as carbon monoxide, methane, and nitrogen oxides. Each of these gasses has a unique absorption band in the infrared region; the tiny sensors that Biswas has helped develop can measure the absorption at a wavelength that is proportionate to the gas concentration.

Biswas is working with Ion Optics, a company in Waltham, Massachusetts, which has developed patented photonic crystal technology that allows precise wavelength tuning of the emission and absorption of a silicon surface. When heated to a moderate temperature, the photonic crystals emit radiation in a narrow band of wavelength. That band can be tuned by simply varying the lattice space of the crystal, and when a gas passes through the
Computational Optical and Discharge Physics Group

The Computational Optical and Discharge Physics Group (CODPG), directed by Professor Mark J. Kushner, dean of the College of Engineering at Iowa State, develops computer simulations of low-temperature plasmas and technologically important devices that use them. These simulations provide a method of investigating the basic physical processes that occur in low-temperature plasmas and are also used as computer-aided design (CAD) tools for the design of plasma equipment and processes. The current focus of the CODPG includes plasma etching and deposition for fabrication of microelectronics and flat panel displays, profile evolution during plasma-surface interactions, microplasma devices, electrically excited chemical lasers, and plasma functionalization of polymers for biocompatibility. The simulations developed by the CODPG are standard CAD tools for designing plasma reactors and processes in the semiconductor industry.

The challenges in developing these simulations include the extreme dynamic ranges in space ($10^6$) and time ($10^9$) and the diverse range of physical processes required to address atomistic treatment of materials in meter-sized reactors. One such example is the functionalization of polymers using atmospheric pressure plasmas. There is need to provide biocompatibility to polymers (or other materials) that are used in applications such as tissue scaffolding or micro-fluidic labs-on-a-chip. These materials often have surface structures with sizes on the order of a cell or channels only tens of microns in size. The use of atmospheric pressure plasmas for this functionalization would greatly reduce cost.

An example of utilizing these comprehensive simulations for investigating functionalization of micro-fluidic channels is shown in the adjacent figure. The plasma density in an atmospheric pressure plasma sustained in humid air is shown penetrating through a 50-µm channel in a dielectric plate. The intent is to create radicals (such as O, OH) inside the channel to chemically treat the inner surface. The negative corona plasma pulse bridges the 2-mm cathode-to-anode gap in only 2.5 ns. The plasma achieves a density of $2 \times 10^{14}/\text{cm}^3$ that is capable of producing significant chemical reactivity inside the channel.

wavelength, it absorbs some of the emitted radiation. That, in turn, changes the temperature of the device and translates into a different voltage that can be easily measured and calibrated.

One emerging application of this work is with patients suffering from respiratory problems.

“Normally, carbon dioxide in the atmosphere is about 300 parts per million, or 0.03 percent,” Biswas explains. “When a healthy person exhales air, he or she emits air with about 4 percent carbon dioxide—that’s a huge change, which is easily recognizable.”

To assist someone with respiratory problems, a doctor can place these sensors near a patient’s mouth and record the amount of carbon dioxide being exhaled. “That tells us how the patient is doing and tells the doctor whether or not the treatment needs to be changed,” Biswas says.

One of his main focus areas with the sensors is gaining a more thorough understanding of how the devices work. To do that, Biswas is using electromagnetic simulations to learn how changing the design can improve its performance. He’s
developed a scattering matrix method and standard equations of electromagnetic theory. "We’re solving this in Fourier space, rather than real space," Biswas notes. "These simulations have been numerically intensive, but efficient enough to run on ECpE’s parallel computing architecture.”

Eventually, Biswas hopes to push the emissions to different wavelengths, not just infrared. That, he says, will enable the development of new devices that can be used in many different applications. He also expects to integrate his ideas on sensors into ECpE’s wireless sensor network laboratory developed by Assistant Professors Daji Qiao and Srikantha Tirthapura. That integration, Biswas says, could benefit many people. Just one example he offers is detecting dangerous gasses in a mine. “A miner could wear a sensor on his helmet,” he says. “If the level of gas in the mine is too high, the sensor will set off alarms that will inform the miner that he should leave the area immediately.”

Professor Vikram Dalal is leading projects to fabricate sensors that complement Biswas’ modeling expertise. Almost all biological and chemical agents have optical signatures (i.e., they emit fluorescence at specific wavelengths). The optical signature is affected by the presence of specific molecules that may represent toxic or harmful agents. For example, certain chemical analytes emit fluorescence, but the signal is quenched in the presence of glucose molecules. This quenching can be used to measure the concentration of glucose in fluids, a capability that will aid in monitoring sugar levels in diabetic patients.

Similarly, there is a need for precise, inexpensive oxygen detectors for use by firefighters and other rescue personnel. Dalal's group is developing a nanotechnology-based sensor to detect oxygen glucose, anthrax lethal factor, etc., using this principle. The device consists of an organic LED that emits at a wavelength suitable for absorption by the analyte, which then fluoresces at a different wavelength. The radiation is detected using a built-in photo-detector fabricated from nano-crystalline or amorphous silicon and silicon-germanium alloys. Dalal’s team has integrated the entire arrangement into a single device.

**VLSI circuits in small-scale technology**

The semi-conductor industry has experienced tremendous growth in recent years. Memory doubles every two or three years on computers, and as performance gets better, costs are reduced.

To keep colleagues informed about these rapid advancements, industry experts have collaborated on a publication titled Information Technology Roadmap for Semiconductors. Used to identify major technology developments, directions, barriers, and challenges, the book is significantly revised every two years. The book was first published as the National Technology Roadmap for Semiconductors in 1992 by the Semiconductor Industry Association.

The “roadmap” has identified several grand challenges that must be met to keep the semiconductor industry moving forward. Professor Randy Geiger and Associate Professor Degang Chen are working on solutions to two of the most elusive challenges—analog and mixed-signal testing.

With the exception of the analog and mixed-signal areas, testing technology has kept pace with general technology advancements. Analog functionality is not on the same scale as other technology. As features become smaller, analog functionality distorts the signal. It’s an

---

**Jiming Song earns CAREER award**

ECpE Assistant Professor Jiming Song received NSF’s prestigious Faculty Early Career Development Program (CAREER) award for his project “Accurate and Efficient Electromagnetic Modeling Techniques for RF Integrated Circuits.”

Highly competitive CAREER awards support the development of teacher-scholars who most effectively integrate research and education within the context of the mission of their organization.

Song’s grant of nearly $400,000 will be used on a project to develop next-generation accurate and efficient electromagnetic modeling techniques applicable to the design and analysis of mixed-signal radio frequency integrated circuits (RFIC). This research relates closely with educational and outreach activities, including curriculum development of electromagnetic courses at both the undergraduate and graduate levels.

Song is also working on creating a virtual electromagnetic experimental laboratory to provide viable, accurate, and efficient solutions for many key electromagnetic modeling issues in mixed-signal RFICs. He says the findings will lead to advances in developing efficient algorithms in areas such as landmine and underground facility detection and electromagnetic nondestructive evaluation.
inverse relationship: as feature size, transistor, and voltage become smaller, noise levels become more significant.

Now circuits are becoming larger and larger. Whole circuits are integrated on one chip or an entire system onto a few chips, thus co-locating analog functionalities, analog-to-digital converters, digital-to-analog converters, etc. With an entire system resting on a chip, the chip must interface with the real world, which is always analog. CPUs are manufactured in the digital domain, but when you interface with the real world, you have to have analog functionalities.

“Traditional standards have emphasized the viewpoint that if you want to test a circuit that is 0.1 percent accurate, you should use a testing circuit that is 10 times better than that,” Chen says. “That way you don’t make testing errors. Your testing circuits have to maintain an accuracy of 0.01 percent.’’

But the problem is generating testing at that level. “You can’t do it,” Chen advises.

However, Chen and Geiger have discovered that the testing area can be considered from a system identification or signal processing perspective. Their pioneering work in this area shows that imprecise signals can be used to test those circuits and obviates the need for highly accurate testing signals.

For example, traditional wisdom holds that testing a 16-bit analog-to-digital converter requires 100-bit linear signals. Chen and Geiger have developed algorithms based on signals’ error identification and removal, which lets them identify errors in the signal source that are then removed using digital-signal processing. “We separate the errors from the signal source, and once they’re separated, we can accurately test the ADCs,” explains Chen. “This allows us to use imprecise signals to test the high-precision ADC.”

These new testing methods are a culmination of the successful interdisciplinary activity within systems and VLSI areas. The methods developed are leading to results that are several orders of magnitude better than previous state-of-the-art results."

This group is also incorporating testing results into a design flow. Algorithms that allow the use of low-cost instrumentation to test high-performance circuits enable the development of testing instruments on chips using a tiny area to build the instruments.

In turn, this enables the testing of high-performance circuits on a chip. The errors detected during testing can be used to calibrate the main circuit, thus enhancing the performance of analog and mixed-signal circuits and improving the yield to reduce the costs.

While Chen and Geiger have focused on facilitating testing methods for circuits, Assistant Professor Jiming Song is providing modeling tools that have become essential as the feature sizes in the semiconductor technologies become smaller and the frequencies faster. “Scientists want semiconductors that are smaller, faster, and cheaper,” Song notes.

Song’s work in electro-magnetic modeling for radio-frequency integrated circuit (RFIC) design was recently recognized with an NSF CAREER award.

Song’s research will provide viable, accurate, and efficient solutions for key electromagnetic modeling issues in these mixed-signal RFICs. His goal is to make a significant impact on the design of new RFICs, and he hopes that his findings will also lead to advances in developing efficient algorithms in areas such as landmine and underground facility detection, as well as electromagnetic nondestructive evaluation.
In another project, Song is exploring ways to develop state-of-the-art, physics-based algorithms for electromagnetic modeling of nanoscale interconnects, embedded RF components, and high-speed circuits. Associate Professor Chris Chu’s group is focused on optimal placement strategies for VLSI circuits that are extremely fast and generate placements of comparable quality to state-of-the-art algorithms. Says Chu, “Our goal is to produce highly scalable algorithms that are capable of handling circuits with up to 100 million placeable objects.” For circuits with 1 million placeable objects, the algorithms should be able to complete in a few minutes with solution quality within one-tenth percent of those generated by existing placement algorithms.

His group has developed a new placement algorithm termed FastPlace. “Experimental results show that FastPlace is on average 13.0 and 97.4 times faster than the state-of-the-art academic placers Capo and Dragon, respectively,” Chu says. “The wire length, another performance metric, is just 1.0 percent and 1.6 percent longer than that of Capo and Dragon, respectively.” That’s a significant improvement over existing technology, Chu adds.

Chu’s work was presented in a paper given at the 2004 ACM International Symposium on Physical Design. The paper, titled “FastPlace: An Efficient Analytical Placement Technique Using Cell Spreading and Iterative Local Refinement,” won best paper honors.

FastPlace called unbelievable

Computer engineers trying to fit millions of cells on a silicon chip the size of a strand of hair face a difficult two-dimensional problem: how to arrange the cells on a surface and how to accommodate the cells’ interconnections. It’s a time-consuming task, and dozens of software programs have been created to help carry it out.

But none is as fast as a program created by ECpE Assistant Professor Chris Chu and his former master’s student Natarajan Viswanathan. In fact, their software, called FastPlace, is so quick that when they described it in a paper submitted to the International Symposium on Physical Design, the paper was almost rejected because no one believed its claims.

But after duplication and verification, the paper was named “Best Paper,” and the software rocketed from obscurity to a prominent spot on the radar screens of the country’s top computer companies.

FastPlace, a quadratic placer, reduces the time it takes to place cells from at least two hours to about 10–15 minutes.
Software engineering

The department’s aggressive efforts to establish a strong education and research program in software engineering has resulted in a new undergraduate degree program, new lab, and cutting-edge research projects in key areas of software engineering and its applications. Expected to launch fall semester 2006, the new degree program will focus on practical aspects of software engineering. Working closely with industrial partners and an external advisory board, ECpE leaders developed the program to ensure that the curriculum has strong, real-life software process and practice components, in addition to the foundational principles component. The core curriculum, designed to follow the IEEE/ACM Computing Curricula guidelines, emphasizes all three key aspects of software engineering: principles, process, and practice. The elective focus areas, meanwhile, include the evolution of large-scale legacy software, embedded software, and software security. Cutting-edge research includes high-confidence software, software evolution maintenance, scientific computing, embedded software, and software security.

Two key areas of the department’s research are summarized on this page.

High-confidence software development:
Productivity and quality

This research addresses the human complexity of developing and maintaining high-confidence software. Its objective is to optimize the human resources required for developing software and ensuring its quality and reliability. The research provides a tool-centric approach with a focus on automating tedious mechanical aspects of software development and evolution. The research team, led by Professor Suraj Kothari, has pioneered a pattern-based approach for developing a variety of tools for different programming languages. The patterns are defined by experts in a particular domain (e.g., security, safety, real time, fault tolerance) using a pattern-specification language. Like human experts, pattern-based tools can apply context and avoid brute-force searches that lead to intractable problems. This research has led to the formation of a company at the Iowa State University Research Park that provides tools and tool-based services to multi-national companies.

Evolution and maintenance software and documents

Assistant Professor Tien Nyguen’s research focuses on online software maintenance. Software changes are often required to fix defects or to improve design or functionality. Online implies that software changes are implemented while the software application continues to run. Online changes are especially desirable for mission-critical applications, such as the flight-control software on spacecraft or the critical transaction processing servers. Another area of Nguyen’s research focuses on integrating semantics of changes in configuration management and version control systems with application to software systems and Web.
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MSc, Electrical Engineering, University of Virginia (1999)
BE, Electrical Engineering and Information Science, University of Science and Technology of China (1996)

RESEARCH INTERESTS: Signal processing, communications, information theory

CORE AREAS: Communications, control, signals

STRATEGIC PLAN AREA: Distributed sensing/decision making

PUBLICATIONS

Robert J. Weber
DAVID C. NICHOLAS PROFESSOR

PhD, Electrical Engineering, Iowa State University (1967)
MS, Electrical Engineering, Iowa State University (1966)
BS, Electrical Engineering, Iowa State University (1963)

RESEARCH INTERESTS: Electromagnetics, microwave circuits and systems, MEMS, electro optics

CORE AREA: Advanced electronics and materials

STRATEGIC PLAN AREA: Bioengineering

PUBLICATIONS

Joseph Zambreno
ASSISTANT PROFESSOR

PhD, Computer Engineering, Northwestern University (2006)
MS, Computer Engineering, Northwestern University (2002)
BS, Computer Engineering, Northwestern University (2001)

RESEARCH INTERESTS:
Reconfigurable computing, computer security, compilers, computer architecture

CORE AREA: Computing and networking systems

STRATEGIC PLAN AREAS:
Cyber infrastructure, pervasive computing

PUBLICATIONS

Zhao Zhang
ASSISTANT PROFESSOR

PhD, Computer Science, College of William and Mary (2002)
MS, Computer Science, Huazhong University of Science and Technology (1994)
BS, Computer Science, Huazhong University of Science and Technology (1991)

RESEARCH INTERESTS:
Computer architecture, high-performance computing, computer security

CORE AREA: Computing and networking systems

STRATEGIC PLAN AREA: Cyber infrastructure

PUBLICATIONS
Faculty Honors and Awards

Ajjarapu, Ventakaramana
Chairperson, IEEE Voltage Stability Focus Group
IEEE Award for Edited Books on Voltage Stability (2005)
IEEE Award for Outstanding Performance as a Reviewer (2006)
Editor, IEEE Power Engineering Letters

Aluru, Srinivas
NSF CAREER Award (1997–2002)
IBM Faculty Award (2002)
Program Vice-Chair, IEEE HiPC (2006)

Bowler, John
International Research Collaborator Award from The Technical Cooperation Panel

Chang, Morris
Area Editor, IEEE Wireless Networks and Middleware Magazine (2004– )
Guest Editor, Journal of Microprocessors and Microsystems (2005)

Dalal, Vikram
Micron Faculty Fellowship for Excellence (2002–2006)
IEEE-EDS Distinguished Lecturer (2004)

Daniels, Tom
General Chair, Computer Network Forensics Workshop (2005)

Davis, James

Dogandzic, Aleksandar
NSF Career Award (2006)
Best Paper Award (2004) Signal Processing Magazine

Elia, Nicola
NSF Career Award (2001–2006)

Geiger, Randy
Member, IEEE Fellow Committee (2005– )
IEEE Millennium Medal (2000)

Govindarasu, Manimaran
Workshops Chair, IEEE SecureComm Workshops (2005, 2006)
Workshops Chair, IEEE International Conference on High Performance Computing (2006)
Workshop Co-Chair, IEEE WPDRTS: Steering Committee (2006), General Chair (2004)

Guan, Yong

Jacobson, Doug

Jiles, David
United Kingdom’s Royal Society Ewing Lecturer (2005)

Kamal, Ahmed
Area Editor, Elsevier Computer Networks (2005– )

Kim, Sang
Associate Editor, IEEE Communications Letters (2005– )

Kumar, Ratnesh
Associate Editor, SIAM Journal on Control and Optimization (1999– )
Associate Editor, IEEE Conference on Decision and Control (1996– )
Associate Editor, American Control Conference (1996– )

Kushner, Mark
Associate Editor, Journal of Physics D (2006– )
Associate Editor, IEEE Transactions on Plasma Science (1999– )
Editorial Board, Plasma Sources, Science and Technology (1993– )

Liu, Chen-Ching
IEEE Power Engineering Society, Technical Committee Distinguished Service Award (2002)
Editor, IEE Proceedings—Generation, Transmission and Distribution, UK (2005– )

Ma, Yao
Associate Editor, IEEE Transactions on Vehicular Technology (2004–)
Editor, IEEE Transactions on Wireless Communications (2006– )
**McCalley, Jim**  

**Oliver, Jim**  

**Rover, Diane**  
IEEE Committee on Engineering Accreditation Activities (CEAA)  
Member-At-Large, NAE Engineering Education Leadership Institute, resource person (2006)  
Senior Associate Editor (Bookshelf), *ASEE Journal of Engineering Education* (2000– )

**Salapaka, Murti**  
Atomic force microscopy research highlighted in *Nature* (September 22, 2005)  
Associate Editor, *IEEE Conference on Decision and Control* (2004– )  
Associate Editor, *American Control Conference* (2004– )

**Somani, Arun**  
Keynote Speaker, ONDM-2005, Milan, Italy (February 7, 2005)  
Keynote Speaker, PDCS 2005, Dallas (November 14, 2005)  
Distinguished Lecture, University of Texas, Dallas (January 27, 2006)  
Coordinator, NSF-EU Workshop on Future of Optical Networking, Brussels (June 2005)  

**Song, Jiming**  
NSF Career Award (2006– )

**Wang, Zhengdao**  
Associate Editor, *IEEE Transactions on Vehicular Technology* (2004– )

**ENDOWED CHAIRS AND PROFESSORSHIPS**

**David C. Nicholas Professorship**  

**Harpole Professorship**  
Open

**Jerry R. Junkins Chair**  
Arun Somani (2002–present)

**The Litton Industries Professorship**  
Manimaran Govindarasu (2004–05)  
Aleksandar Dogandzic (2006–07)

**Palmer Chair**  
Chen-Ching Liu (2006–present)

**Richardson Professorship in Electrical and Computer Engineering**  
Randall Geiger (2002–present)

**Sahai Professorship**  
Open

**Thomas M. Whitney Professorship**  
Vikram Dalal (2002–present)

**FELLOWS**

**American Association for the Advancement of Science**  
Edwin Jones, Emeritus Professor

**American Physical Society**  
David Jiles, Collaborator  
Mark Kushner  
Joe Shinar, Adjunct Professor

**American Society for Engineering Education**  
Robert Anderson, Emeritus Professor  
Edwin Jones, Emeritus Professor

**American Society for Nondestructive Testing**  
William Lord, Emeritus Professor

**British Institute of Non-Destructive Testing**  
William Lord, Emeritus Professor

**Institute of Electrical and Electronics Engineers**  
Robert Anderson, Emeritus Professor  
Robert Grover Brown, Emeritus Professor  
Aziz Fouad, Emeritus Professor  
Randall Geiger  
David Jiles  
Edwin Jones, Emeritus Professor  
Mark Kushner  
Chen-Ching Liu  
William Lord, Emeritus Professor  
James D. McCalley  
James Melsa, Emeritus Professor  
James Nilsson, Emeritus Professor  
Arthur Pohm, Emeritus Professor  
Gerald Sheblé, Emeritus Professor  
Arun Somani  
Satish Udpa, Collaborator  
Subrahmanyam Venkata, Emeritus Professor  
Vijay Vittal, Collaborator  
Robert Weber

**Institute of Electrical Engineers (UK)**  
David Jiles, Collaborator  
William Lord, Emeritus Professor
International Union of Pure and Applied Chemistry  
Mark Kushner  

Japanese Society for Advancement of Science  
Mark Kushner  

Optical Society of America  
Mark Kushner  

EMERITUS FACULTY  
Robert M. Anderson  
John P. Basart  
Paul R. Bond  
Harrington C. Brearley, Jr.  
William H. Brockman  
R. Grover Brown  
Wallace C. Caldwell  
David L. Carlson  
Larry B. Coady  
Chester St. John Comstock  
Glenn E. Fanslow  
Aziz Fouad  
Harry W. Hale  
Richard E. Horton  
Hsung-Cheng Hsieh  
Edwin C. Jones, Jr.  
J. O. Kopplin  
William Lord  
James Melsa  
Morris H. Mericle  
James W. Nilsson  
John R. Pavlat  
Arthur V. Pohm  
Allan G. Potter  
Alvin A. Read  
Thomas M. Scott  
Gerald B. Sheblé  
Terry A. Smay  
David T. Stephenson  
Robert M. Stewart  
Curran S. Swift  
Charles L. Townsend  
S. S. Venkata  

COURTESY APPOINTMENTS  
Virn Amin, Adjunct Assistant Professor (CNDE)  
Rana Biswas, Adjunct Associate Professor (Ames Lab)  
Brett Bode, Adjunct Assistant Professor (Ames Lab)  
Carolina Cruz-Neira, Professor (IMSE)  
Jennifer Davidson, Associate Professor (Math)  
Brian Hornbuckle, Assistant Professor (Agronomy)  
Glenn R. Luecke, Professor (Math)  
James Oliver, Professor (Mechanical Engineering)  
Dirk Reiners, Assistant Professor (Computer Science)  
Joseph Shinar, Professor (Physics)  

COLLABORATING FACULTY  
Daniel Berleant, Associate Professor  
David Jiles, Professor  
Mustafa Khammash, Professor  
Gyungho Lee, Professor  
Gerald B. Sheblé, Professor  
Lalita Udpa, Professor  
Satish Udpa, Professor  
Vijay Vittal, Professor  

SUPPORT STAFF  
ADMINISTRATIVE SUPPORT  
Susana Alvarez, Administrative Specialist  
Jean Bessman, Account Clerk  
Karen Knight, Secretary  
Charyl Winterink, Secretary  
Tom Charles Baird, EPES Program Manager  
Stephanie Drake-Zierke, EPES Account Clerk  

COMPUTING SUPPORT GROUP  
Steven Kovarik, System Support Manager  
Imad Abbadi, System Support Specialist  
Joseph Mesterhazy, System Support Specialist  
Harold Mark Shamblin, System Support Specialist  
Jason Boyd, Electronic Technician  
Gary Bridges, Electronic Technician  

STUDENT SERVICES  
Vicky Thorland-Oster, Program Coordinator  
Roger Bentley, Academic Advisor  
Deb Martin, Academic Advisor  
Tony Moore, Academic Advisor  
Pamela J. Myers, Record Analyst  
Virginia Anderson, Secretary
Student Honors and Awards

2005 National Merit Scholars
Eric Aderhold, Cpr E
Anthony Barsic, EE
Jesse Bartley, Cpr E
Kevin Cantu, EE
Michael Cicotti, Cpr E
Mark Ciecior, EE
Daniel Degraaf, Cpr E
Michael Ekstrand, Cpr E
Ryan Ferneau, Cpr E
Nathanial Gibbs, EE
Tyler Hardin, Cpr E
Lucas Hill, Cpr E
Laura Janvrin, EE
Alan Johnson, Cpr E
Kevin Korslund, Cpr E
Joshua Lichti, Cpr E
Matthew Lichti, EE
Jeremy Meeks, EE
Michael Morris, EE
Karl Peterson, Cpr E
Kristen Pudenz, Cpr E
Anthony Ross, Cpr E
Aaron Sartor, Cpr E
Russell Schmidt, Cpr E
Taylor Schreck, Cpr E
Steven Schulties, Cpr E
Cory Simon, Cpr E
Dwayne Stammer, Cpr E

Niclo Hitchcock, EE
Laura Janvrin, EE
Paul Jennings, EE
Kevin Korslund, Cpr E
Joshua Lichti, Cpr E
Matthew Lichti, EE
Guilermo Molano, EE
Luis Munoz, EE
Karl Peterson, Cpr E
Ashley Polkinghorn, Cpr E
Kristen Pudenz, Cpr E
Thomas Reed, Cpr E
Matthew Rohlf, Cpr E
Jay Roltgen, Cpr E
Anthony Ross, Cpr E
Aaron Sartor, Cpr E
Russell Schmidt, Cpr E
Taylor Schreck, Cpr E
Steven Schulties, Cpr E
Clayton Schumacher, Cpr E
Peter Scott, EE
Cory Simon, Cpr E
Adrian Soltero, EE
Mathew Wymore, Cpr E

Arul Madhavan (2006)
Saqib Malik (2006)
Ramon Mercado (2006)

FELLOWSHIPS
The Jerry R. Junkins Chair Fellowship
Nathan VanderHorn (2006)

The Thomas M. Whitney Fellowship
Puneet Sharma (2005)

Harpole-Pentair Development Faculty Award Fellowship
Natrajan Viswanathan

Cisco Fellowship
Benjamin Anderson (2005)

Cowell Fellowship

Fulbright Scholar (Colciencias-Colombia)
Harold Salazar Isaza

GEM (National Consortium for Graduate Degrees for Minorities in Engineering and Science) Fellowship
Miguel Contreras (2005)

IBM PhD Fellowship
Mahadevan Gomathisankaran (2005, 2006)
Anantharaman Kalyanaraman (2005, 2006)

Lockheed Martin Fellowship
Ramon Mercado (2005, 2006)

USDA MGRET Fellowship
Benjamin Jackson (2005)

2006 National Merit Scholars
Eric Aderhold, Cpr E
Anthony Barsic, EE
William Brubaker, Cpr E
Kyle Byerly, Cpr E
Mark Ciecior, EE
Daniel Congreve, EE
Daniel Degraaf, Cpr E
Michael Ekstrand, Cpr E
Scott Elliott, EE
Jacob Gionet, Cpr E
Daraius Guthridge, Cpr E
Tyler Hardin, Cpr E
Traylon Harrington, Cpr E
Lucas Hill, Cpr E

Qinming Chen (2005)
Pallab Datta (2005)
Basheer Al-Duwayiri (2005)
Jing Fang (2005)
Rohit Gupta (2005)
Hanjun Jiang (2005)
Winbin Qiu (2005)
Jialing Liu (2006)
Shu Liu (2006)
Wei Shao (2006)

RESEARCH EXCELLENCE AWARDS

Mikel Bezdek (2005)
Joshua Olson (2005)
Joe Paul Schneider (2005)
Ganesh Subramanian (2005)
Lu Zhang (2005)
Sudaha Anil Kumar Gathala (2006)

TEACHING EXCELLENCE AWARDS

Mikel Bezdek (2005)
Joshua Olson (2005)
Joe Paul Schneider (2005)
Ganesh Subramanian (2005)
Lu Zhang (2005)
## Departmental statistics

<table>
<thead>
<tr>
<th>BS Degrees Awarded</th>
<th>Number of Grad Students</th>
<th>State Budget ($)</th>
<th>Research Expenditures</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
</tr>
<tr>
<td>2004–05</td>
<td>2004–05</td>
<td>2004–05</td>
<td>2004–05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MS Degrees Awarded</th>
<th><strong>YEAR</strong></th>
<th><strong>YEAR</strong></th>
<th><strong>YEAR</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
</tr>
<tr>
<td>2000–01</td>
<td>66</td>
<td>2000–01</td>
<td>$6,001,778</td>
</tr>
<tr>
<td>2001–02</td>
<td>51</td>
<td>2001–02</td>
<td>$6,233,671</td>
</tr>
<tr>
<td>2002–03</td>
<td>60</td>
<td>2002–03</td>
<td>$6,420,680</td>
</tr>
<tr>
<td>2003–04</td>
<td>54</td>
<td>2003–04</td>
<td>$6,611,031</td>
</tr>
<tr>
<td>2004–05</td>
<td>38</td>
<td>2004–05</td>
<td>$6,984,270</td>
</tr>
<tr>
<td>2005–06</td>
<td>35</td>
<td>2005–06</td>
<td>$7,308,190</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PhD Degrees Awarded</th>
<th><strong>YEAR</strong></th>
<th><strong>YEAR</strong></th>
<th><strong>YEAR</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
</tr>
<tr>
<td>2000–01</td>
<td>20</td>
<td>2000–01</td>
<td>$7,436,744</td>
</tr>
<tr>
<td>2001–02</td>
<td>22</td>
<td>2001–02</td>
<td>$5,696,582</td>
</tr>
<tr>
<td>2002–03</td>
<td>16</td>
<td>2002–03</td>
<td>$6,825,322</td>
</tr>
<tr>
<td>2003–04</td>
<td>18</td>
<td>2003–04</td>
<td>$6,922,096</td>
</tr>
<tr>
<td>2004–05</td>
<td>14</td>
<td>2004–05</td>
<td>$7,241,040</td>
</tr>
<tr>
<td>2005–06</td>
<td>29</td>
<td>2005–06</td>
<td>not available</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number of Undergrad Students</th>
<th><strong>YEAR</strong></th>
<th><strong>YEAR</strong></th>
<th><strong>YEAR</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
<td><strong>YEAR</strong></td>
</tr>
<tr>
<td>2000–01</td>
<td>1,402</td>
<td>2000–01</td>
<td>$7,436,744</td>
</tr>
<tr>
<td>2001–02</td>
<td>1,519</td>
<td>2001–02</td>
<td>$5,696,582</td>
</tr>
<tr>
<td>2002–03</td>
<td>1,497</td>
<td>2002–03</td>
<td>$6,825,322</td>
</tr>
<tr>
<td>2003–04</td>
<td>1,327</td>
<td>2003–04</td>
<td>$6,922,096</td>
</tr>
<tr>
<td>2004–05</td>
<td>1,193</td>
<td>2004–05</td>
<td>$7,241,040</td>
</tr>
<tr>
<td>2005–06</td>
<td>995</td>
<td>2005–06</td>
<td>not available</td>
</tr>
</tbody>
</table>
Renovation of Coover Hall

The first phase of the ECpE building project is underway. In the spring of 2006, work began on the demolition of Coover Hall’s “Cyclone” addition, which was built in the 1950s on the southwest side of the original building. After the demolition, a new three-story building will be constructed.

Along with an interactive classroom on the first floor, the new structure will be home to additional teaching lab space on the second floor, as well as new research labs on the first and third floors. The first phase should be completed by early 2008.

Phase 2, expected to take about two years to complete, will begin after the first phase is completed. The work will consist of renovating the original Coover Hall, as well as additional new construction, which will eventually add about 20,000 square feet to the building. This portion of the project will have a much bigger impact on students and faculty because work will have to be completed floor by floor and will cover a much larger area than Phase 1.

In addition to the extra space, building improvements will bring about modern, flexible learning environments that can be adapted to meet the changing needs of the department. Labs will be clustered, creating a greatly enhanced environment for research that brings the department’s faculty together under one roof.
ECPE VISION AND PRIORITIES

Vision

Students will become broadly educated in the fundamentals of electrical and computer engineering principles with an emphasis on skills that enable them to adapt to the regular paradigm shifts in the technological and engineering landscapes. We will aim to produce leaders who will shape the future technological arena.

The faculty will focus on research that is creative, innovative, and meaningful. The faculty will vigorously pursue and lead new emerging areas that have the potential to revolutionize the electrical and computer engineering and other related scientific and technological disciplines. The faculty will create, share, and apply the knowledge for the land-grant mission of the university.

Priorities

EDUCATION:

• Impart the ability to learn
• Encourage leadership
• Maintain high standards and an excellent international reputation
• Attract top students from reputed national and international schools
• Form strategic alliances with industry and research labs to enhance opportunities for research collaboration and student exposure

RESEARCH:

• Sustain faculty composition to have strength in core disciplines with adaptability
• Create centers of excellence
  – BioEngineering
  – Distributed Sensing and Decision Making
  – Small-Scale Technologies
  – Cyber Infrastructure
  – Energy Infrastructure
• Create strategic partnerships with reputed research labs, universities and industry
• Build strong support infrastructures
• Encourage the process of technology transfer